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Abstract
Most existing speech enhancement (SE) approaches heavily de-
pend on simulated data for training, leading to performance
degradation on realistic data and subsequent speech recogni-
tion task. One of the main reasons is that SE models cannot
be trained on real data due to the absence of reference signals.
In this paper, we aim to tackle this problem by exploiting tran-
scribed real data to mitigate the mismatch between training and
evaluation. A text-informed SE teacher is first trained to provide
“reference” signals for the transcribed real data. Then a SE stu-
dent is trained on both simulated and real data, where the super-
vision comes from the simulated ground truth and the teacher,
respectively. Finally, a speech recognition model is trained on
enhanced signals from the SE student. Our experimental results
show that the proposed method can not only improve the speech
enhancement performance, but also reduce the word error rate
on the downstream speech recognition task.
Index Terms: robust speech recognition, speech enhancement,
knowledge distillation, multi-modality

1. Introduction
Many speech related applications, such as automatic speech
recognition (ASR) and speaker verification, require speech en-
hancement (SE) as an indispensable front-end to improve the in-
telligibility and perceptual quality of degraded speech signals.
Although many efforts have been made to build state-of-the-
art speech enhancement models [1, 2, 3], single-channel speech
enhancement remains challenging when dealing with real data,
leading to performance degradation on the downstream speech
recognition task.

One challenge of speech enhancement is the discrepancy
between training and evaluation conditions [4]. Unlike speech
recognition where the ground truth label can be easily annotated
for real-world data, the parallel clean speech signal in speech
enhancement is often unavailable when collecting real-world
data. Therefore, most speech enhancement systems have to be
built on simulated speech data. However, the simulation pro-
cess usually covers only limited noise conditions and types [5],
which can lead to performance degradation in unseen noise con-
ditions. Moreover, since the signal level criteria used in speech
enhancement are not directly correlated with speech recognition
task, performance degradation on speech recognition is often
observed with enhanced signals [6, 7].

Many attempts have been made to mitigate the mismatch
between training and evaluation, and they can be divided into
five main categories. (1) Data augmentation. One popular di-
rection is to increase the noise diversity by involving as many
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noise conditions as possible during simulation. The motivation
is that the evaluation condition can be probably covered by the
training data and the model generalizability can be improved.
Various data augmentation strategies have been explored, such
as collecting large-scale real noise for training [8], noise pertur-
bation [9], and generating noise based on a set of well-designed
noise bases [5]. (2) Noise modeling. This approach takes into
account the noise information explicitly in the model design
or the training process, so that the model is guided to adapt
to different types of noise. Various directions on noise mod-
eling have been explored. For example, [10, 11] proposed to
incorporate the predicted noise information into speech estima-
tion. [12] proposed to train a noise-robust speech enhancement
model via domain adversarial training (DAT). [13, 6] investi-
gated improving speech enhancement with the multi-task loss
by adding a noise related loss. (3) Generative adversarial net-
works (GANs) based approaches. Prior work [14, 15] has in-
vestigated the use of GANs to for speech enhancement with
real data. The speech enhancement model, as the generator,
separate the speech signal from the noisy input, while the dis-
criminator tries to distinguish the enhanced signals from the true
clean speech signal. (4) End-to-end training with downstream
tasks. By training speech enhancement and downstream models
as one single system in an end-to-end manner, the dependency
on clean speech reference signals for training can be avoided
by only using the final loss in the downstream task. This ap-
proach thus enables utilizing a large amount of real data for
training, which implicitly reduces the mismatch between train-
ing and evaluation. Many prior studies have been conducted in
this direction with different downstream tasks, such as speech
recognition [16, 17] and speaker verification [18]. (5) Auxil-
iary Information. Instead of only exploiting audio information
for speech enhancement, some research focuses on using aux-
iliary information from other modalities to improve speech en-
hancement. Different modalities have been explored in speech
enhancement, including speaker identity [19, 20, 21], text infor-
mation [22, 23], and visual clues [24, 25].

Although the aforementioned end-to-end training and
GAN-based approaches can be applied, the speech enhance-
ment performance in end-to-end training is not guaranteed to be
comparable to separately trained SE models [16, 17], and GAN-
based speech enhancement has a complicated training process
that requires careful tuning of each component. In this pa-
per, we propose a novel framework to utilize the real speech
data for training speech enhancement models based on knowl-
edge distillation [26, 27, 28]. The proposed method works with
real speech transcription during training of the speech enhance-
ment model and is more correlated with speech recognition task.
First, a text-informed speech enhancement model is trained as
the teacher on the simulated data, taking both noisy signals and
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Figure 1: Illustration of the proposed text-informed knowledge distillation framework; Lreal = SI-SNR(x̂teacher, x̂student), Lsimu =
SI-SNR(x, x̂student)

transcriptions as input for estimating clean signals. It is then
used to estimate clean “reference” signals on the real data. Then
the audio-only speech enhancement model, as the student, is
trained on both simulated and real data, with labels from the
simulated ground truth and estimates of the teacher, respec-
tively. Finally, the well-trained student model is used for infer-
ence, which does not rely on parallel text information as input.
Experiments show that our proposed approach can improve the
robustness of the speech enhancement model in terms of both
speech enhancement and downstream ASR performance. Note
that our proposed framework only requires auxiliary informa-
tion from other modalities (e.g. text) during training, while pre-
vious guided speech enhancement works [19, 20, 22, 23, 24, 25]
often assume access to such information for both training and
inference and thus cannot be directly applied to downstream
ASR task.

The remainder of this paper is organized as follows. In Sec-
tion 2, we introduce the proposed knowledge distillation frame-
work and the text-informed model architecture. The detailed
experimental results and analysis are described in Section 3, and
finally, we conclude the paper in Section 4.

2. Text-Informed Knowledge Distillation
Framework

Our proposed framework involves the training of a teacher and
a student model to exploit transcribed real speech data for more
robust speech enhancement and recognition. The teacher model
is trained to incorporate text and audio information and improve
the quality of enhanced audios. In this way, the well-trained
teacher model can estimate “reference” signals for transcribed
real speech data and assist in training the student model. We
refer to this framework as text-informed knowledge distillation.

By utilizing the real speech data for training under the
above framework, the performance of the student model can
be improved without increasing the number of parameters and
computational cost. While our proposed framework is a gen-
eral approach and can be applied to various types of speech
enhancement models, we adopt the popular time-domain Conv-

TasNet [29] structure for both teacher and student models in this
paper.

2.1. Text-Informed Teacher Model

The structure of the text-informed teacher model is illustrated in
the red blocks of Figure 1. The audio encoder, mask estimator
and decoder adopts the same architecture as in [29].

The text encoder is a stack of transformer blocks, trans-
forming the transcription into an intermediate textual feature
space that can perform text and audio feature fusion. The fea-
ture fusion block combines encoded text features and audio fea-
tures through the attention mechanism as illustrated in Figure 2.
The feature fusion block takes the encoded audio features as
the query, encoded text features as the key and value to produce
a feature sequence with textual information. This also ensures
that the output feature sequence has the same length as the en-
coded audio feature sequence to feed into the mask estimator.
With the residual connection from the encoded audio features,
the output feature sequence is embedded with text and audio
information.

In Section 3, we show that the text-informed teacher out-
performs the baseline Conv-TasNet by exploiting text input.

2.2. Knowledge Distillation on Real Speech Data

While most speech enhancement models cannot be trained on
real speech data due to the absence of clean speech references,
our proposed framework provides a workaround by estimat-
ing the reference signal with the teacher model. Considering
the scenario where transcribed real speech data are available
for training, the text-informed teacher model described in Sec-
tion 2.1 can be used to provide “reference” signals on the real
data. In this way, the real speech data can be used along with
the simulated data to train a more robust speech enhancement
model, i.e. the student model shown in Figure 1. To be more
specific, we train the student speech enhancement model on
both simulated and real speech data, whose reference signals
come from the simulated ground truth x and the teacher estima-
tion x̂teacher , respectively. In this paper, we adopt the SI-SNR
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Figure 2: Structure of the feature fusion block. The attention-
based feature fusion module is repeated L times.

between the enhanced output x̂student and the reference signal for
loss calculation:

lossstudent =

{
SI-SNR (x, x̂student) , for simu data ,
SI-SNR (x̂teacher, x̂student) , for real data.

(1)

With the above training procedure, the student model learns
to adapt to both simulated and realistic conditions, mitigating
the mismatch between training and evaluation.

We show in Section 3 that the student model achieves better
performance on both speech enhancement and ASR by applying
the above knowledge distillation framework.

3. Experiments
3.1. Dataset

To evaluate the proposed framework, we conduct experiments
on the single-channel track of the CHiME-4 datasets [4], which
contains both simulated and recorded real data. The numbers of
simulated samples in the training (tr05 simu), development
(dt05 simu), and evaluation (et05 simu) sets are 42828,
1640, and 1320, respectively. The numbers of real recordings
in the training (tr05 real), development (dt05 real), and
evaluation (et05 real) sets are 9600, 1640, and 1320, re-
spectively. For the ASR model, we further include the clean
training data from the Wall Street Journal (WSJ) corpus [30]
for training, which contains 37416 reading speech samples. The
sample rate of all speech data is 16 kHz.

Speed perturbation with factors of 0.9, 1.0, and 1.1 is ap-
plied in both SE and ASR model training, as this technique has
been shown effective in both tasks [31, 7]. All models are built
based on the ESPnet toolkit [7]. The Adam optimizer is used in
both speech enhancement and ASR model training.

3.2. Experiment Setup

3.2.1. SE Setup

The teacher and student models adopt the same setting for
Conv-TasNet. We use 256 filters for 1D convolutional blocks
in the audio encoder, each covering a length of 20 samples. For
the mask estimator, we use 4 convolutional blocks, each consist-
ing of 8 convolutional layers with 512 channels. The bottleneck
layer has 256 channels for the 1×1-conv block.

The text encoder in the teacher model contains 4 trans-
former blocks with 4 heads of 64-dimensional self-attention
layer in each block. Here, we adopt characters as the model-
ing unit for the input text. The attention-based feature fusion
module is repeated L = 6 times, each with 4 heads of 64-
dimensional self-attention layer.

Both teacher and student models are trained on 4 GPUs
(each with 32gb memory) for 30 epochs with effective batch
size 32. Initial learning rate of the Adam optimizer is set to
1e-3. Weight decay is set to 1e-7 for regularization. The param-
eters of 5 best checkpoints in terms of si-snr are averaged to get
an ensemble model for inference.

3.2.2. ASR Setup

To validate the effectiveness of the SE models on real data, we
evaluate the pretrained SE models on the downstream ASR task.
The joint connectionist temporal classification (CTC)/attention
based encoder-decoder network [32] is used as the ASR back-
end to evaluate the SE frontend. The loss function of joint CTC-
attention network is defined as the weighted sum of CTC and
S2S objective loss:

Ljca = λLctc + (1− λ)Ls2s (2)

The input feature for ASR is the 80-dimensional log-Mel
filterbank coefficients. The window length and hop length for
feature extraction are 25 ms and 10 ms, respectively. The
SpecAugment technique [33] is applied during training. We use
12 and 6 transformer layers with 2048 hidden units for the en-
coder and decoder, respectively. Each layer is a transformer
block with 4 heads of 64-dimensional self-attention layers. For
multitask learning (MTL), the weights for CTC and attention
losses are set to 0.3 and 0.7, respectively (i.e. λ = 0.3 in Eq 2).
An external character-based RNN language model is used for
rescoring in the decoding stage. The ASR model is trained on
both original and enhanced training data to mitigate the distor-
tion caused by the enhancement model.

3.3. Performance Evaluation

3.3.1. Evaluation on speech enhancement

We first evaluate the speech enhancement models on the sim-
ulated data in CHiME4. To evaluate the effectiveness of the
knowledge distillation framework, the baseline adopts the same
structure as the Conv-TasNet student model and is trained on
only simulated data.

Table 1 presents the speech enhancement performance of
the proposed methods, including the signal-to-distortion ratio
(SDR) and perceptual evaluation of speech quality (PESQ) [34].
The teacher model, which is also trained on only simulated data,
benefits from the text information and shows a consistent im-
provement over the baseline model. The student model, trained
with the aforementioned knowledge distillation framework, also
outperforms the baseline model.
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Table 1: Speech enhancement performance (PESQ / SDR [dB])
on the CHiME-4 single-channel track.

SE Model Dev (Simu) Test (Simu)
PESQ SDR PESQ SDR

Noisy Input 2.17 5.78 2.18 7.54
Conv-TasNet Baseline 2.59 11.14 2.50 11.79
Text-Informed Teacher 2.71 12.64 2.74 13.49
Conv-TasNet Student 2.63 11.97 2.66 13.47
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Figure 3: SDR distribution of enhanced signals

Figure 3 illustrates the SDR distribution of enhanced au-
dios from different models. Both teacher and student models
significantly reduce the amount of low-SDR samples, showing
consistent conclusions with the results in Table 1.

3.3.2. Evaluation with clean-condition trained ASR

For ASR evaluation, we first perform an evaluation with the
ASR model trained only on WSJ clean data, which is referred
to as clean-condition trained ASR. Table 2 presents the evalu-
ation result with clean-condition trained ASR. Speech recogni-
tion on Conv-Tasnet baseline enhanced signals shows consis-
tent improvement over the unprocessed noisy signals. And the
Conv-Tasnet student trained with text-informed knowledge dis-
tillation framework leads to further improvement on all devel-
opment and test sets 1.

Table 2: WER (%) on the CHiME-4 simulation and real data
with clean-condition trained ASR model.

SE Dev Test
real simu real simu

No Process 39.8 44.0 62.5 55.3
Conv-TasNet Baseline 23.1 25.1 43.4 40.6
Conv-TasNet Student 22.9 24.2 38.9 37.7

3.3.3. Evaluation with multi-style trained ASR

Furthermore, we perform an evaluation with the ASR model
trained on both WSJ clean data and CHiME4 noisy data, which
is referred to as multi-style trained ASR.

The evaluation results with multi-style trained ASR are
shown in Table 3. The first row shows the official baseline
performance of the CHiME-4 challenge using the same ASR
model structure. The Conv-TasNet baseline model in the third

1Since it’s not reasonable to be text-informed in speech recognition
task, teacher model is not evaluated in this experiment.

Table 3: WER (%) on the CHiME-4 simulation and real data
with multi-style trained ASR model

SE Dev Test
real simu real simu

Baseline [4] 11.6 13.0 23.7 20.8
No Process 10.8 12.9 19.5 20.1
Conv-TasNet Baseline 10.8 12.3 23.4 23.9
Conv-TasNet Student 9.7 11.6 18.8 19.4

line shows degraded performance on test sets compared with
unprocessed signals. This can be attributed to the distortion
introduced by the Conv-TasNet model and the mismatch be-
tween training and evaluation conditions. Similar phenomena
are also observed in some prior work [6, 7]. In the last line, the
performance degradation disappeared after the text-informed
knowledge distillation framework is applied. The Conv-TasNet
student model shows consistent improvements over the unpro-
cessed baseline.

4. Conclusions
In this paper, we propose a text-informed knowledge distilla-
tion framework to utilize the transcribed real speech data in
the training of speech enhancement models. We demonstrate
that a Conv-TasNet based teacher model equipped with an extra
audio-text fusion module can improve the quality of enhanced
speech. Moreover, a student model can benefit from training
on both simulated speech data with ground truth references and
on real speech data with teacher estimated references. Evalua-
tion on the student model shows 0.83 dB and 1.68 dB absolute
SDR gains over the Conv-TasNet baseline on CHiME-4 simu-
lated development and test sets, respectively. A consistent per-
formance gain in terms of WER reduction is also observed on
the downstream speech recognition task.
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