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ABSTRACT

Audio-visual speech recognition (AVSR) takes advantage of
noise-invariant visual information to improve the robustness of au-
tomatic speech recognition (ASR) systems. While previous works
mainly focused on the clean condition, we believe the visual modal-
ity is more effective in noisy environments. The challenges arise
from the difficulty of adaptive fusion of audio-visual information and
the possible interferences inside the training data. In this paper, we
present a new audio-visual speech recognition model with a unified
cross-modal attention mechanism. In particular, the auxiliary visual
evidence is combined with the acoustic feature along the temporal
dimension in the unified space before the deep encoding network.
This method provides a flexible cross-modal context and requires
no forced alignment such that the model can learn to leverage the
audio-visual information in relevant frames. In experiments, the pro-
posed model is demonstrated to be robust to the potential absence
of the visual modality or misalignment in audio-visual frames. On
the large-scale audio-visual dataset LRS3, our new model further re-
duces the state-of-the-art WER for clean utterances and significantly
improves the performance under noisy conditions.

Index Terms— audio-visual speech recognition, unified cross-
modal attention, noise-robust, modality absence

1. INTRODUCTION

Automatic Speech Recognition (ASR) can be a difficult task when
the speech signal gets distorted by noises. As in the conversation
between humans, visual modality sometimes becomes necessary to
understand speeches accurately since it’s invariant to the presence
of noise. Audio-Visual Speech Recognition (AVSR) is the task of
generating text transcriptions from both the audio and the auxiliary
visual evidence. Although many kinds of visual sources [1] can be
useful for speech recognition, lip motion [2] [3] is considered the
most related and beneficial evidence in the literature.

Quite a few works have demonstrated the complementary ef-
fect in AVSR by fusing the visual stream into mature ASR mod-
els. The transformer-based encoder-decoder structure [4] showed
great performance with the audio-visual representations from sep-
arate encoders concatenated together for decoding. The hybrid
CTC/Attention architecture [5] was also proven effective in AVSR,
and it became the common architecture in researches afterward. Ma
et al. [6] changed the transformer in encoders into the convolution-
augmented transformer (conformer [7]), leading to the state-of-the-
art performance. To make better use of the relatively weak visual
information, researchers attempted to guide the models into learning
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the trade-off between modalities by gated structures [8] or global
attention mechanism [9] [10]. Another challenge comes from the
limited resources of labeled audio-visual data, requiring the model
to be able to endure the asynchronisation issue between modalities.
Several works [11] [12] [13] suggested utilizing the cross attention
mechanism to learn the inherent alignment between the encoded
high-dimensional representations. Recently researchers turned to
the large amount of unlabeled data, and adopt self-supervised audio-
visual pretraining [14] [15] [16] [17] to narrow down the bias in data
sources.

In this paper, we propose a new audio-visual speech recognition
model with a unified cross-modal attention mechanism. The audio
and visual input streams are processed at an early stage and mapped
into a unified embedding space before encoding. Then the embed-
dings from different modalities are concatenated along the temporal
dimension and can be modeled by a unified AVSR encoder. The self-
attention module inside the encoders distinguishes different modal-
ities with the help of respective positional encodings and additional
modality embeddings. In this manner, the proposed model has at
least two advantages. First, the backbone network can learn the
cross-modal correlation based on the inter-modal and intra-modal
context information with rare extra parameters dedicated to the aux-
iliary modality. Second, the unified self-attention for cross-modal
modeling can naturally handle the asynchronized audio and video
input that may appear in practical applications.

We conduct a series of experiments on the large-scale audio-
visual dataset LRS3 [18]. The WER on clean utterances is further
reduced compared to the state-of-the-art, and the performance under
noisy conditions is improved significantly as well. Other evidence in
the experiments also demonstrates the robustness and effectiveness
of our model in special cases of modality corruption.

2. AUDIO-VISUAL SPEECH RECOGNITION

2.1. Baseline Models

The conformer encoder-decoder model has shown great performance
on both the audio-only [7] and audio-visual [6] speech recognition.
As shown in Fig.1.(a), the audio-visual model denoted as Dual-
Encoder consists of separate front-ends and conformer encoders
with a hybrid CTC/Attention architecture. In the acoustic front-end,
audio input in waveform is transformed into filter-bank features and
downsampled by a 2D-convolution block into features xa ∈ Rta×d.
The visual front-end extract lip reading features [19] xv ∈ Rtv×d

from the mouth ROIs in video clips by a 3D-convolution block, a
ResNet34 network [20], and a two-layer Bi-LSTM. Here ta and
tv are the number of frames in the acoustic and visual features but
they are not necessarily equal, and d is the dimension of the featureIC

A
SS

P 
20

23
 - 

20
23

 IE
EE

 In
te

rn
at

io
na

l C
on

fe
re

nc
e 

on
 A

co
us

tic
s, 

Sp
ee

ch
 a

nd
 S

ig
na

l P
ro

ce
ss

in
g 

(I
C

A
SS

P)
 | 

97
8-

1-
72

81
-6

32
7-

7/
23

/$
31

.0
0 

©
20

23
 IE

EE
 | 

D
O

I: 
10

.1
10

9/
IC

A
SS

P4
93

57
.2

02
3.

10
09

68
93

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on April 06,2024 at 09:08:13 UTC from IEEE Xplore.  Restrictions apply. 



Front-end Front-end

Audio Video

Encoder

upsample

PE

Encoder

MLP

(a) Dual-Encoder

𝑥𝑎 𝑥𝑣

𝑓𝑎 𝑓𝑣

𝑓𝑎𝑣

𝐼

𝑥𝑎
′ 𝑥𝑣

′

CTC/Decoder

(b) Shared-Encoder

Front-end Front-end

Audio Video

Encoder

CTC/Decoder

MLP

upsample

𝑥𝑎 𝑥𝑣

𝑥𝑎
′ 𝑥𝑣

′

𝑥𝑎𝑣

𝑓𝑎𝑣

𝐼

PE Front-end Front-end

Audio Video

Encoder

PE

ME

(c) Unified-Attention

CTC/Decoder

truncate

𝐼

𝑥𝑎 𝑥𝑣

𝑥𝑎
′ 𝑥𝑣

′

𝑥𝑎𝑣

𝑓𝑎𝑣

Fig. 1: Diagrams of different structures for audio-visual speech
recognition. (Blue: traditional ASR workflow; Orange: auxiliary
visual workflow.) (a) Dual-Encoder [6] encodes the audio-visual in-
put separately and concatenates them along the channel dimension
after forced alignment. (b) Shared-Encoder is a naive early fusion
structure that fuses the audio-visual features before the single en-
coder. (c) Unified-Attention is the proposed structure with unified
cross-modal attention. The audio-visual features are concatenated
along the temporal dimension before the single encoder. PE and ME
are short for Positional Encoding and Modality Embeddings.

space. Then they are encoded by the dedicated conformer encoders
into representations fa ∈ Rta×d and fv ∈ Rtv×d after adding the
positional encoding. Representations of two modalities are concate-
nated along the channel dimension after the visual feature sequence
gets upsampled to match the temporal length of the acoustic feature
sequence. A multi-layer perceptron (MLP) is connected to project
the doubled feature size back such that the output I ∈ Rta×d can
be fed into the CTC and transformer decoder. This middle fusion
strategy can be calculated as

fa = Encoder(PE(xa)), (1)
fv = Encoder(PE(xv)), (2)
fav = fa ⊕c Upsample(fv), (3)
I = MLP(fav), (4)

where the ⊕c means concatenation along the channel dimension.
The audio-only model is a substructure of the audio-visual

model, as the workflow marked in blue in Fig.1.(a), where all the
blocks related to the visual modality are excluded.

2.2. Proposed Model

Instead of the middle fusion strategy in the baseline audio-visual
model, we utilize the unified cross-modal attention mechanism to
conduct an early fusion of the input audio-visual streams. As shown
in Fig.1.(c), the proposed model denoted as Unifed-Attention com-
prises two front-ends and a single encoder for the fused audio-visual
features. The shallow acoustic features xa ∈ Rta×d and visual
features xv ∈ Rtv×d after the front-ends are concatenated along
the temporal dimension, forming a unified new sequence xav ∈
R(ta+tv)×d of both modalities. The positional encodings are calcu-
lated respectively for the subsequence of each modality and are con-
catenated in the same way to match the size of the unified sequence.
Apart from the positional encoding, two learnable modality embed-
dings MEa ∈ R1×d and MEv ∈ R1×d are added to the acoustic
and visual features correspondingly. With these two prior steps, the

attention modules inside the encoder can distinguish the two modal-
ities and stay aware of the relative order in each subsequence. Then
the encoder operates directly on the unified sequence, which leads
to a large and unconstrained context for cross-modal attention. At
the end of the encoders, the visual frames are discarded while the
subsequence of the audio modality is fed into the successive CTC
and decoder since the cross-modality information is already well ex-
changed. In summary, the process can be formulated as

x′
a = PE(xa) +MEa, (5)

x′
v = PE(xv) +MEv, (6)

xav = x′
a ⊕t x′

v, (7)
fav = Encoder(xav), (8)
I = fav[1, · · · , ta], (9)

where the ⊕t means concatenation along the temporal dimension.
This fusion strategy requires few parameters for the visual stream
and does not need explicit alignment between the audio-visual se-
quences.

The operations in the unified cross-modal attention mechanism
are decoupled from the encoders, which makes it feasible for the
model to generalize to the input sequence of only one single modal-
ity existing. Empirical results in the literature on lip reading [21]
[22] and ASR [23] [7] have demonstrated that visual evidence is
relatively weak for the speech recognition task, compared to the
well-exploited acoustic signal. Therefore, we propose to optimize
our audio-visual model in a mixed-type training style, which means
the audio-only and audio-visual data can be both used for model
training. Since all the data in LRS3 contains both audio and visual
modalities, we randomly drop the visual data in the training itera-
tions. With a probability of pm, the modality dropout gate will make
the input of visual modality neglected once in the forward and back-
ward path, i.e., for the i-th iteration:

Inputi =

{
{Audioi,Videoi}, with 1− pm

{Audioi}, with pm
(10)

In this manner, the training task will occasionally be down-
graded to an ASR task that is less complex than the AVSR task.
Thus the training style helps provide a solid optimization foundation
for the audio-visual model, especially for the attention mechanism
on the unified sequences.

3. EXPERIMENTS

3.1. Data Preparation

The model training and testing are conducted on the large-scale
audio-visual dataset Lip Reading Sentences 3 (LRS3) [18]. The
LRS3 dataset consists of 433 hours of utterances with their corre-
sponding video clips and text transcriptions. The dataset is officially
divided into pretrain, trainval and test sets. We separate 10,000 sam-
ples from the trainval set as the validation data, and the remaining
samples are combined with those in the pretrain set as the training
data. Any sample with a duration of less than 1 second is excluded
from the dataset.

To simulate the real environment, we use noises from WHAM
noise dataset [24] to generate noisy samples by mixing the clean ut-
terances and noises with SNR uniformly sampled in [−6, 6]. Those
noisy samples are used for training along with the clean ones. We
also generate noisy samples using the validation/testing utterances
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Table 1: WER(%) comparison of different models under various conditions. (†: extra training data.)

Model Train Test SNR(dB) Noisy Clean-10 -5 0 5 10 15 20 average

Conformer [7] A A 55.4 23.6 8.8 4.0 3.0 2.5 2.4 14.2 2.2

†AVHubert(Base) [15]

AV AV

21.1 9.6 4.7 2.9 2.3 2.2 2.1 6.4 2.0
Shared-Encoder 30.3 14.2 7.5 5.1 4.6 4.3 4.1 10.0 4.0
Dual-Encoders [6] 32.6 14.4 7.1 4.1 3.1 2.6 2.5 9.5 2.3
Unified-Attention 24.6 10.5 5.3 3.3 2.6 2.3 2.3 7.3 2.1

w/o mixed-type training 25.1 10.9 5.2 3.7 2.7 2.6 2.5 7.5 2.4

†AVHubert(Base) [15]
AV A

79.3 42.6 16.0 7.4 4.8 3.5 2.9 22.4 2.6
Dual-Encoders [6] 60.7 26.9 10.9 5.4 3.7 3.1 2.8 16.2 2.7
Unified-Attention 60.5 26.3 9.8 5.0 3.0 2.5 2.5 15.7 2.4

and the unseen noises with SNR in {−10,−5, 0, 5, 10, 15, 20}, and
they are used for validation/testing along with the clean data.

3.2. Experimental Setups

Most of the hyper-parameters are shared among all the conformer-
based models. In the acoustic front-end, the STFT has n-fft = 512,
window-size = 400, and hop-length = 160. The encoder consists of
12 conformer blocks, with the hidden size of fully-connected layers
dfc = 1024, the hidden size in attention modules datt = 256, the
number of attention heads nhead = 4, and the kernel size in convolu-
tion modules k = 31. The decoder consists of 6 transformer blocks,
with dfc = 2048, nhead = 6, and the vocubulary size as 5000. We
adopt relative positional encoding for the conformer blocks and ab-
solute positional encoding for the transformer blocks. The pm for
mixed-type training is set empirically as 0.35.

The visual front-end is pretrained on the LRW dataset [25]. We
extract the 512-dimension visual features in advance and exclude the
visual front-end during training for acceleration. All the trainable
parameters are initialized randomly and optimized by the Adam [26]
optimizer with a warmup learning rate scheduler. The batch size is
set dynamically as the number of elements in the acoustic input is
fixed to 45 million. The models are trained with the peak learning
rate as 0.002 at the 15,000-th step for 80 epochs. We use SpecAug
[27] to augment the audio input. For the visual input, we adopt a
similar strategy to augment the extracted feature vectors.

To obtain a strong language model, we use the texts from the
LibriSpeech-960h dataset [28] along with texts from the LRS3 train-
ing data as the training corpus, which is consistent with the previous
work [6]. A transformer-based language model [29] is trained for 25
epochs and we get a perplexity of 54 on the LRS3 testing data. The
weight of the language model for decoding is empirically set as 0.2.

3.3. Results and Analysis

3.3.1. Comparison to the state-of-the-art

Apart from the audio-visual baseline model Dual-Encoder and the
audio-only one mentioned in 2.1, we also test the data on other mod-
els to support the results. We implement a naive early fusion model
denoted as Shared-Encoder as shown in Fig.1.(b). Audio-visual fea-
tures are concatenated along the channel dimension ahead of the sin-
gle encoder. This Shared-Encoder model has a similar number of
parameters and also uses an early fusion strategy compared with our
model. Moreover, we take for reference the publicly released AVHu-
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Fig. 2: WER variation comparison of the baseline and proposed
models with different audio-visual offsets. A positive offset means
the visual sequence is artificially shifted forward, and vice versa.

bert [15] model in Base version, which also has 12 encoding blocks
but is pretrained with extra data from the VoxCeleb2 [30] dataset and
then finetuned on the LRS3 dataset.

As shown in the central part of Table 1, our model reduces the
Word Error Rate (WER) on clean samples from the state-of-the-art
2.3% to 2.1%, which is difficult to improve since lip movements
are much more confusing than the clean utterances. If the mixed-
type training is eliminated, the performance on noisy utterances will
become slightly worse yet the WER on clean utterances will deterio-
rate seriously. The baseline Dual-Encoder model performs much
better than the audio-only baseline model under noisy conditions
because of the complementary effect of the visual modality, and
yet our model improves the performance significantly again by rel-
atively 23%, demonstrating the advantage of the proposed unified
cross-modal attention mechanism on exploiting visual information.
The naive Shared-Encoder model behaves badly for the clean data,
but has a fair performance when the noise is extremely strong (SNR
under 0dB), which indicates that the early fusion strategy is natu-
rally suitable for audio-visual fusion. The performance of the pre-
trained AVHubert model is prominent as expected, but it’s reason-
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Fig. 3: Visualization of attention maps in the proposed unified cross-modal attention. They are from the four attention heads inside the
last encoding block. Brighter pixels have larger attention weights. The input sample is randomly chosen from the testing data.

able due to the self-supervised training with a large amount of unla-
beled data. This gap between the AVHubert model and our model is
within our expectations, and we look forward to leveraging the uni-
fied cross-modal attention mechanism in self-supervised learning in
future work.

3.3.2. Inference in the absence of visual modality

When the auxiliary visual modality is absent, which is common in
real-world scenarios due to environmental disturbance or equipment
fault, an audio-visual model is expected to keep working and bring
a satisfying performance with the audio-only input. As illustrated in
section2.2, the proposed model can be optimized with a mixed-type
training style, and thus the model has the potential to inference the
audio-only input data normally. Hence, we test the proposed model
together with other models on the audio-only samples. Our model
requires no modification to the input interface, but for other models,
the visual modality should be filled with zeroes. We report the ex-
perimental results in the bottom part of Table 1. The proposed model
gets the best scores compared with other models, and it is even much
better than the pretrained AVHubert in this situation. It is prominent
that on clean utterances, the WER can be still maintained at 2.4%,
and the slight performance drop is also within the acceptable range
compared to the fully audio-only baseline system.

3.3.3. Roustness to audio-visual misalignment

One of the natural advantages of the unified cross-modal attention
mechanism is that there’s no need to manually force a frame-level
alignment on the audio-visual sequences. To verify this hypothesis,
we measure the WER after artificially shifting the visual input se-
quence by a frame offset in [−5, 5], i.e. from about -200 to 200 ms.
The chart in Fig.2 shows the performance variation of our proposed
new model and the Dual-Encoder baseline model. For the bottom
part from clean testing samples, our model keeps a stable perfor-
mance even though there’s no such augmentation of misalignment in
the training data, while the performance of the Dual-Encoder model
jitters with the offset changing. For the top part from the noisy test-
ing samples, both models drop to the same level of WER when the
offset is large enough, which means severe misalignment will totally
corrupt the validity of the visual modality. However, for the offsets

in [−3, 3], our model doesn’t degrade as seriously as the baseline
model.

3.3.4. Visualization of the unified cross-modal attention

To give a qualitative assessment of the unified cross-modal attention
mechanism, we visualize the attention maps from the multi-head at-
tention modules in Fig.3. The four attention heads come from the
last encoding block, and they behave quite differently. Apart from
the normal attention inside each modality, there exists cross-modal
attention to exchange information. And it’s worth mentioning that,
the acoustic features are shown to be more emphasized in the atten-
tion module as the audio regions are more frequently attended to in
the attention maps. This is consistent with the intention of the mixed-
type training style to keep the audio dominant and the video auxil-
iary. The inter-modality and intra-modality interactions indicate that
the model is able to learn an implicit audio-visual alignment on the
contextual level.

4. CONCLUSION

In this paper, we have explored a new fusion mechanism for the
audio-visual speech recognition (AVSR) task, where the input se-
quences from both modalities are concatenated along the temporal
dimension in the unified space at an early stage of the model. The
large and flexible cross-modal context with the mixed-type train-
ing style facilitates the adaptive fusion of the audio-visual informa-
tion. On the large-scale LRS3 dataset, the proposed model with uni-
fied cross-modal attention significantly improves the performance in
both clean and noisy environments compared to the state-of-the-art.
Experiments also demonstrate our model’s robustness to the possi-
ble absence of the visual modality or frame misalignment in audio-
visual streams. We expect to incorporate this mechanism with other
advanced techniques to further boost the capability of AVSR.
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