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ABSTRACT

Continuous speech separation for meeting pre-processing has re-
cently become a focused research topic. Compared to the data in
utterance-level speech separation, the meeting-style audio stream
lasts longer, has an uncertain number of speakers. We adopt the time-
domain speech separation method and the recently proposed Graph-
PIT to build a super low-latency online speech separation model,
which is very important for the real application. The low-latency
time-domain encoder with a small stride leads to an extremely long
feature sequence. We proposed a simple yet efficient model named
Skipping Memory (SkiM) for the long sequence modeling. Exper-
imental results show that SkiM achieves on par or even better sep-
aration performance than DPRNN. Meanwhile, the computational
cost of SkiM is reduced by 75% compared to DPRNN. The strong
long sequence modeling capability and low computational cost make
SkiM a suitable model for online CSS applications. Our fastest real-
time model gets 17.1 dB signal-to-distortion (SDR) improvement
with less than 1-millisecond latency in the simulated meeting-style
evaluation.

Index Terms— continuous speech separation, low latency, real-
time, skipping memory

1. INTRODUCTION

Following the Deep Clustering [1] and permutation invariant training
(PIT) [2,3], the speech separation driven by neural network has been
rapidly developed [4–11]. Current state of the art systems [10, 11]
show impressive performance on the utterance-level benchmark [1].
However, how to effectively bring the speech separation systems into
the real application (e.g., meeting processing) remains a challenge.
Compared to the utterance-level benchmark like WSJ0-2mix [1], the
meeting-style data involves more speakers, lasts longer, and contains
a large amount of non-overlapped or silence clips. But most conven-
tional speech separation systems are trained with a fixed number of
speakers on short well-segmented fully-overlapped data.

Recent researches attempt to extend the utterance-level speech
separation to the Continuous Speech Separation (CSS) [12,13]. One
of the most straightforward extension for CSS consists of three steps:
Segmentation, Separation and Stitching (3S). It firstly segments the
long recording into smaller windows. When the window size is
small enough, it is reasonable to assume each window at most in-
volves 2 (or 3) speakers. Secondly, conventional utterance-level
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speech separation can be applied for each window. In the last step
named stitching, the permutation order of separated overlap-free au-
dios from windows is aligned. After stitching, the CSS system can
generate continuous overlap-free speech. The 3S paradigm has been
adopted by most of the recent CSS works [14–20]. However, there
are some shortcomings in this 3S paradigm. First, the processing of
each window usually does not depend on the others, which may lead
to sub-optimal performance. Second, the stitching stage compares
the similarity of an overlap region between the adjacent separated
windows. Therefore, the computational overhead is introduced for
separating the overlap region twice. Last, the choice of the window
length is a dilemma. The small window size may hurt the separa-
tion performance and stitching stability, and large window size may
break the assumption of maximum speaker number in one window.
A recent research [21] proposed Graph-PIT to train the separation
system with the entire meeting. Without the segmentation, the above
issues of 3S CSS are avoided.

In this paper, we explore the approach for building a low-latency
real-time CSS system. To achieve the target of super-low ideal la-
tency, we adopt the time-domain separation model with a small en-
coder stride. Combining with the Graph-PIT meeting-level training,
we need to handle the extremely long feature sequence. For example,
in our causal system of 0.6 millisecond ideal latency, the separator
needs to process about 50k-frame feature sequence for a 30-second
meeting clip. This task poses a big challenge to conventional se-
quence models like recurrent neural network (RNN) or Transformer
[22]. The previous proposed dual-path RNN (DPRNN) [10] is a
qualified candidate. But its alternately inter- and intra-chunk model-
ing strategy requires a high computational cost, which is unfriendly
to the low-power devices in the real-time application.

We propose a simple extension to the long short-term memory
(LSTM) [23], which is named skipping memory (SkiM). The idea
behind SkiM is inspired by DPRNN [10], i.e., alternately modeling
for the local and global information. DPRNN uses an inter-chunk
RNN to model the long-span feature frame-by-frame, which might
be too fine-grained. SkiM abandons the inter-chunk RNN and uses
a more efficient way to share the global-aware hidden and cell states
between the local LSTMs. For the long-span information model-
ing, the SkiM model just skims the long sequence rather than peruse
it. Thus the computational cost can be hugely reduced. Our exper-
iments show that the computation cost of SkiM can be reduced by
75% compared with DPRNN. Meanwhile, in the CSS task, the sep-
aration performance of SkiM is on par or even better than DPRNN.
The low computational dependence makes SkiM a suitable model
for low-latency real-time CSS.
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Fig. 1: The proposed Skipping Memory Net. Seg-LSTMs (blue) process small segments for local modeling. Each segment generates a cell
state cs. Mem-LSTMs (red) process the cell states to sync global information between different segments. The processed cell states are then
used to initialize Seg-LSTM in the next SkiM block. The gray font ĉ is for causal system. The processing flow for hidden state h are the
same as that for the cell state c; Memory LSTMs for the hidden state is omitted in this figure for clarity.

2. SKIM FOR ONLINE CONTINUOUS SPEECH
SEPARATION

2.1. Backbone

Our model follows the backbone of the TasNet [6, 8], which con-
sists of an encoder, a separator and a decoder. Denote the input
time-domain speech mixture as x ∈ RL×C , where L is the length
of the signal and C is the number of channels 1. The encoder con-
tains a single layer 1-D convolution, and it maps the x into the high-
dimensional input feature W ∈ RT×N of length T and dimension
N . The separator is a sequence model. It processes the input feature
and generates processed embedding sequences for each output chan-
nel. This section will introduce the proposed SkiM separator. The
decoder is made up of a 1-D transposed convolution layer, which
transfers the processed embedding back to the time domain signal.

2.2. Review of LSTM

The proposed SkiM separator is based on long short-term memory
(LSTM) [23]. We first review the mapping function of a typical
LSTM layer:

Ŵ, ĉ, ĥ = LSTM(W, c,h) (1)

where W ∈ RT×N is the input sequence. c and h are the initial
cell state vector and hidden state, respectively. c and h are usually
initialized with 0 in most applications. Ŵ ∈ RT×N is the output
sequence. ĉ is the update cell state, which is regarded as to encode
the long-term memory of the whole sequence [23]. ĥ is the updated
hidden state as well as the last-step’s output in ĥ = Ŵ[T, :]. In
LSTM, ĥ is also considered as the short-term memory of the pro-
cessed sequence.

1In this paper, C is 1 since we only discuss the single-channel input.

2.3. Skipping Memory Separator

Denote the input feature as W ∈ RT×N , where T and N are
the number of time steps and feature dimension, respectively.
In this time-domain CSS task, T is usually very large (T >
1 × 104) . The input feature W are split into smaller segments[
W1

1,W
2
1, · · · ,WS

1

]
, where Ws

1 = W[sK − K : sK, :] ∈
RK×N , s = 1, . . . , S, S is the number of segments, and K is the
segment length.

As Fig. 1 shows, SkiM is made up of L basic blocks, and each
block contains a Seg-LSTM layer. Seg-LSTM is used to process a
small segment Ws. Denote

[
W1

l ,W
2
l , · · · ,WS

l

]
as the input of

the l-th SkiM block, and the mapping function of Seg-LSTM can be
formulated as:

W̄s
l+1, c

s
l+1,h

s
l+1 = Seg-LSTM

(
Ws

l , ĉ
s
l , ĥ

s
l

)
(2)

Ws
l+1 = LN(W̄s

l+1) + Ws
l (3)

where l = 1, . . . , L, ĉs1 = 0, ĥs
1 = 0, and LN is the layer

normalization operation in the residual connection [24]. The pro-
cessed cell state csl+1 and hidden state csl+1 from each individ-
ual segment Ws are collected as Cl+1 = [c1l+1, . . . , c

S
l+1] and

Hl+1 = [h1
l+1, . . . ,h

S
l+1]. Cl+1 and Hl+1 are then fed into

another Mem-LSTM for cross-segment processing.

C̄l+1 = Mem-LSTMc(Cl+1), (4)

H̄l+1 = Mem-LSTMh(Hl+1), (5)

Ĉl+1 = LN(C̄l+1) + Cl+1 (6)

Ĥl+1 = LN(H̄l+1) + Hl+1 (7)

The global-synced memory states Ĉl+1 = [ĉ1l+1, . . . , ĉ
S
l+1]

and Ĥl+1 = [ĥ1
l+1, . . . , ĥ

S
l+1] are used as the initial states of
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the Seg-LSTM in the next block. The last SkiM block’s output[
W1

L+1, · · · ,WS
L+1

]
is merged as Ŵ. Ŵ is then sent into fully

connect (FC) layers and transposed convolution decoder to estimate
the separated signal for each output channel.

2.4. Causal SkiM for online implementation

For offline processing, the LSTM layers in SkiM could be bi-
directional to achieve the best performance. While in the online
processing, it requires SkiM to be a causal system. Thus, we use
uni-directional LSTMs in SkiM, and Eq. 2 should be revised to:

W̄s
l+1, c

s
l+1,h

s
l+1 = Seg-LSTM

(
Ws

l , ĉ
s−1
l , ĥs−1

l

)
(8)

where s = 1, · · · , S, ĉ0l = 0, ĥ0
l = 0. Then the processing of the

s-th segment only depends on the segments 1, · · · , s− 1.

2.5. Discussion on Computational Optimization

To achieve lower ideal latency for the online CSS system, one of the
most practical way is to squeeze the stride size of the convolution
encoder. But that will also lead to a huge number of time steps T for
the continuous input feature.

A recently proposed dual-path RNN (DPRNN) [10] is an ef-
ficient model for long sequence modeling. It uses an intra-chunk
and inter-chunk RNN to capture the local information and long-span
information, respectively. However, the frame-by-frame modeling
manner of the inter-chunk RNN is too fine-grained, which may be
computationally expensive for real-time processing.

Compared with the DPRNN of a similar model size, SkiM
greatly reduces the computation cost, and it is better for the ap-
plication that requires real-time performance. There are two main
reasons for the reduction in the amount of calculation. Firstly, SkiM
uses Mem-LSTM for long-span modeling with skipping memory
(hidden and cell states) manner. Each segment produces a cell and
hidden state vectors that encode the knowledge for the local seg-
ment, and Mem-LSTM only needs to process the state sequence.
Secondly, in the segmentation stage, we abandon the overlap region
(usually 50% in DPRNN) between the adjacent segments to reduce
the computation cost.

3. EXPERIMENTS

3.1. Dataset

We use a simulated meeting style dataset derived from LibriSpeech
[25]. The speech is noisy and reverberant. Each audio sample in the
dataset is a simulated meeting session lasting for about 90 seconds,
contains 3-5 active speakers, and the overlap ratio of utterances in
the session is between 50% and 80%. The simulated dataset is also
used in our previous work [17], readers can refer to it for a detailed
description. In the training stage, we randomly clip the 90-seconds
audio into a fixed length of 30 seconds for saving the GPU memory.
While in the inference stage, we input the entire meeting session to
the model. The sampling rate of the audios is 16 kHz.

3.2. Training Criterion

A recently proposed session-level training criterion named Graph-
PIT [21] is adopted in this work. To prepare the training label, P
reference utterances in the meeting need to be put into the Q output
channels. P is usually much bigger than Q, and Graph-PIT solves
the label permutation as a graph coloring problem.

Table 1: The overall STOI, SDR improvement (SDRi) and high-
overlap SDR improvement (SDRi50) comparison on different mod-
els.

Model Causal Stride
Size

Model
size (M)

MACs
(G/s) STOI SDRi

(dB)
SDRi50

(dB)

TCN no 20 3.4 2.7 0.732 13.5 5.9

DPRNN
no 20 9.6 14.6 0.767 19.2 9.0
yes 20 4.9 7.5 0.738 16.6 7.6
yes 10 4.9 14.7 0.737 16.8 7.7

SkiM
no 20 15.9 3.8 0.768 18.7 9.2
yes 20 6.0 2.0 0.749 17.3 8.0
yes 10 6.0 3.9 0.745 17.1 7.8

Graph-PIT allows us to train the model with a meeting-level PIT
manner, i.e., the loss computation is between the entire output sig-
nals and the overlap-free target signals. The thresholded signal-to-
distortion (tSDR) loss [26] is used together with the Graph-PIT. The
SNRmax and ε of tSDR are set to 20dB and 10−6, respectively.

3.3. Model Configurations

We perform experiments for both of the causal and non-causal SkiM
systems. All the SkiM models consist of 4 SkiM blocks. In each
SkiM block, the LSTMs’s hidden dimension is 256. The LSTMs in
the causal systems are bi-directional, thus they have double param-
eters. The segment size S, i.e., the length of feature processed by
Seg-LSTM, is set to 150. The layer normalization operation in the
non-causal SkiM is global, while it is only performed on the feature
dimension in the causal SkiM. For comparison, we also implement
temporal convolutional network (TCN) [8] and DPRNN in this task.
The DPRNN has 4 DPRNN blocks, and it has the same width as the
SkiM model.

The models are trained with ESPNet-SE toolkit [27]. The Adam
[28] optimizer is used for all the models in training. The initial learn-
ing rate is set to 10−3, and it is reduced by a factor of 0.97 for every
epoch, and all models are trained for 100 epochs. The L2-norm of
the gradient is clipped to 5 in model optimization.

3.4. Evaluation

We compute the model on the simulated testing set with different
evaluations. The first one is the best SDR improvement computed
with Graph-PIT between the estimated signals and the overlap-free
labels. The second one is the Graph-PIT optimized Short Term
Objective Intelligibility (STOI) [29]. The optimized STOI and SDR
evaluates the overall quality of the processed meeting sessions.
Since the meeting-style data contains plenty of the single-talker and
silent regions, the overall score may not show the true separation
performance. To figure out the separation performance on the harder
case, we split the reference signals and estimated signals into small
windows of 2 seconds and only evaluate the SDR improvement for
windows that have more than 50% speech overlap.

3.5. Results on Simulated Meeting

Table.1 listed the experimental results of different models. The stride
size of the convolution encoders is listed in the table, which is half of
the convolution kernel size. The ideal latency of the causal systems
can be inferred from the stride size. For example, for the 16kHz data,
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the system of stride size 10 has the ideal latency of about 0.6 mil-
lisecond. We also evaluated the computational cost with the number
of multiplier–accumulator operations (MACs) per second, which is
tested out on a 30 seconds input audio.

From the results in table.1, we find that TCN gets the worst per-
formance. The reason should be that the receptive field of TCN
is much smaller than the sequence length in this CSS task; The
meeting-level Graph-PIT that we used may also require the model’s
global awareness for better optimization. DPRNN and SkiM are de-
signed for the long sequence modeling in CSS, and experiments con-
firm that they are much better than the TCN model.

Doing comparison between the SkiM and DPRNN, we can see
that SkiM gets on par or better separation performance for both
causal and non-causal systems. More importantly, the computational
cost of the SkiM model is reduced by∼ 75% compared to DPRNN.
Benefits from less computation cost, the newly proposed SkiM is a
better candidate for the real-time CSS that is deployed on low-power
devices.

3.6. Real-time Evaluation

To verify the feasibility of deploying a real-time CSS on low-power
devices, we test the real-time factor (RTF) and latency for the causal
SkiM models. We test the models on an old Intel CPU (8 years ago,
1.9GHz, with AVX instruction), and limit the Intel Math Kernel Li-
brary (iMKL) to run with a single thread. Now most of smartphones
are more efficient than that Intel CPU. Table.2 lists the RTFs and
latency of the real-time CSS systems. The RTFs of proposed SkiM
models are all smaller than 1.0, which means they have promising
real-time processing capabilities on low-power devices. Our fastest
SkiM model achieves a low-latency of less than 1.0 millisecond.

Table 2: Real-time factor (RTF) and latency evaluation for causal
models. Actual latency is listed for the models with RTF < 1.0.

Model Stride size Ideal latency MACs
(G/s) RTF Latency

DPRNN 20 1.25 ms 7.5 0.98 2.47 ms
10 0.625 ms 14.7 1.98 null

SkiM 20 1.25 ms 2.0 0.23 1.54 ms
10 0.625 ms 3.9 0.46 0.92 ms

3.7. Ablation Studies

We perform the ablation studies for the proposed SkiM models. In
order to verify the effectiveness of Mem-LSTMs that we introduced
in Sec. 2.3, the Mem-LSTM for hidden and cell states are selectively
canceled. The corresponding initial states of the next SkiM block
are replaced by 0 vector. When both kinds of the Mem-LSTMs are

Table 3: Ablation studies for Mem-LSTMs in SkiM

Model Mem-
LSTM

Model
size (M)

MACs
(G/s)

SDRi
(dB)

SDRi50
(dB)

SkiM

h, c 15.9 3.8 18.7 9.2
h, 0 10.4 3.8 17.8 8.6
0, c 10.4 3.8 15.6 7.8
0, 0 4.9 3.8 12.5 7.1

id, id 4.9 3.8 12.5 7.1

canceled, the SkiM model degenerates into a naive LSTM model.
Besides replacing the states with 0 vector, we also add an experiment
to replace the Mem-LSTM with an identity mapping (‘id’ in Table
3) , i.e., directly pass the local states to the next SkiM block.

From the results in Table 3, we can make at least two conclu-
sions. First, both two kinds of states with global information matter
in the SkiM model, and Mem-LSTMs play an important role in the
SkiM model. Second, the performance of identity mapping is almost
the same with the zero initialization, and they are much worse than
the original SkiM. That means the local hidden states and cell states
not processed by Mem-LSTM do not help.

3.8. Comparison with other models on WSJ0-2mix Benchmark

In addition to the real-time CSS task, we further test the SkiM model
and compare it with other models on the utterance-level WSJ0-2mix
benchmark [1]. We use kernel size of 2 and 8 in the convolutional
encoders The results are listed as ‘SkiM-KS2’ and ‘SkiM-KS8’ in
Table 4. It is noted that all systems used offline models. Simi-
lar to the results in the CSS experiments, the SkiM models get on
par performance and less computation cost than DPRNNs. The ex-
perimental results show that SkiM is also a competitive model for
utterance-level speech separation.

Table 4: Comparison with other models on WSJ0-2mix Benchmark.
(*):MACs per second estimated by us.

Model Model
size (M)

MACs
(G/s) SI-SNRi SDRi

DPCL++ [30] 13.6 - 10.8 -
ADANet [31] 9.1 - 10.4 10.8

WA-MISI-5 [5] 32.9 - 12.6 13.1
Conv-TasNet-gLN [8] 5.1 3.2∗ 15.3 15.6

Deep CASA [32] 12.8 - 17.7 18.0
FurcaNeXt [33] 51.4 - - 18.4

DPRNN-KS2 [10] 2.6 38.9∗ 18.8 19.0
DPRNN-KS8 [10] 2.6 9.8∗ 17.0 17.3

SepFormer [11] 26.0 32.1* 20.4 20.5

SkiM-KS2 5.9 19.7 18.3 18.7
SkiM-KS8 5.9 4.9 17.4 17.8

4. CONCLUSION

In this paper, we explore the low-latency real-time continuous
speech separation with the proposed SkiM model. SkiM model is
a simple yet effective extension on LSTM for modeling very long
sequences. The skipping memory manner for long-span information
requires much less computation cost when compared to the frame-
by-frame method in the DPRNN. The experiment results show that
the causal SkiM models get even better separation performance than
DPRNN in the online CSS task, but with 75% computational cost
reduction. Our fastest model achieves low-latency of less than 1.0
ms on the low-power device, which shows that the proposed SkiM
model is a suitable candidate for low-latency real-time CSS.
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