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Abstract

The well-developed robust speaker verification system can re-
move the environment noise and retain speaker information au-
tomatically. However, when the uttering voice is disturbed
by another interfering speaker’s voice, the speaker verifica-
tion system usually cannot selectively extract only the target
speaker’s information. Some works have been done by in-
troducing a speech separation network to separate the target
speaker’s speech in advance. However, adding a speech sepa-
ration network for speaker verification task could be redundant.
Here, we proposed enroll-aware attentive statistic pooling (EA-
ASP) layer to help the speaker verification system extract spe-
cific speaker’s information. To evaluate the system, we simu-
late the multi-speaker evaluation data based on Voxcelebl data.
The results show that our proposed EA-ASP can outperform the
baseline system by a large margin and achieved ~50% relative
Equal Error Rate (EER) reduction.

Index Terms: target speaker verification, enrollment-aware

1. Introduction

Deep learning technology has boosted the performance of
speaker verification systems [, 2, 3, 4] and more and more re-
searchers are dedicated to building robust speaker verification
system in more complicated scenarios. The data augmentation
method is the most effective and simplest way to improve the
robustness of the speaker verification system. In [3], the au-
thors add random noise and reverberation to the original audios
to generate more training data. And the authors in [5, 6] directly
do random perturbation on the spectrum to augment the train-
ing data. Besides, to help the speaker verification system learn
to remove the nuisance information explicitly, the researchers
in [7, 8, 9] use adversarial technologies to remove the channel
information. Similarly, adversarial technology is also used in
[10, 11] to help the speaker verification system become more
robust to phonetic variability.

All the works mentioned above are intended to remove the
information other than the human voice. However, when the
uttering voice is disturbed by the voice from other persons, the
above system usually cannot selectively remove this interfering
voice. Besides, the current popular speaker verification systems
always assume that there is only one speaker in the input utter-
ance and map the input utterance to a low-dimensional vector,
called speaker embedding, to represent the speaker identity ex-
isting in that utterance. It is also unknown whether the speaker
embedding can still reflect the information of speaker identity
when there are multiple speakers in the input utterance.
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The speaker verification involves two stages, enrollment
and test. In the test stage, the environment often has various
uncertainties, especially when people want to wake up their
mobile phones or smart speakers using voice in a crowded en-
vironment. Differently, in the enrollment stage, the speakers
are required to record their voices in a quieter environment. If
the speaker verification system can leverage the enrollment in-
formation in the test stage, it could be possible to remove the
interfering speaker from the speaker mixture speech. The au-
thors in [12] found that the interfering speaker problem hap-
pened frequently in the speaker diarization task and they named
the task that used additional enrollment speaker information in
the speaker verification process as the target speaker verification
(TSV).

To solve the target speaker verification problem, many re-
searchers borrowed techniques from speech separation. In
[12, 13, 14], the authors first encode the speaker information of
enrollment utterance and then use the encoded information to
help the separation network separate the enrollment speaker’s
speech from test utterance. The separated speech only contains
one speaker and can be used in the subsequent speaker verifica-
tion system. However, leveraging a speech separation network
in a speaker verification task could be complex and redundant.
Recently, many researchers have introduced the attention mech-
anism to the pooling operation in the speaker verification sys-
tem [15] to remove the nuisance information. Inspired from
this, we propose enroll-aware attention statistic pooling (EA-
ASP) by directly injecting the enrollment speaker’s information
into the pooling layer, which can help the attention mechanism
remove the interfering speaker. Compared with the method us-
ing additional speech separation network in [12, 13, 14], our
newly proposed EA-ASP layer is more light-weight and can be
integrated with most mainstream speaker verification systems.
Besides, in the experiment, we found that directly feeding the
enrollment embedding into the EA-ASP layer would cause the
speaker information leakage in the training process and we de-
signed a bottleneck architecture to solve this problem.

2. Method

2.1. Enroll-Aware Attentive Statistics Pooling
2.1.1. Network Design

The left part of Figure 1 is a standard speaker verification sys-
tem. It consists of a feature extraction network, a pooling layer
and an embedding transformation layer. The feature extrac-
tion network first maps the input x to hidden representation
sequence H = {hy, hy, ..., h;}. Then, the pooling layer trans-
forms the variable length representation H to fix-dimensional
representation. Finally, another transformation layer is applied
to get speaker embedding e.

To remove the interfering speakers’ information, we lever-
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Figure 1: System Architecture. In EI Mode: €“""°" is not used in calculation of score S and we directly set score S to all-ones matrix.
In EA Mode: €°""°" is used to calculate the score S. In ASP with masking, the attention weight is calculated within the ASP module.
In channel-wise ASP, we directly feed attention weight o to ASP module.

age the enrollment speaker as the prior information in the pool-
ing module and propose enroll-aware attentive statistic pooling
(EA-ASP). As shown in the right part of Figure 1, our EA-ASP
layer takes hidden representation h; € R® ! and enroll em-
bedding """ € R” as inputs. The h; and e“""°"" are firstly
transformed with respective fully-connected layer and then con-
catenated to o; € R(CTD),

~oll
O = Whht (&) Weee'mo

Then, o is fed to a bottleneck network to get the intermedi-
ate score S = {s1,82,...,s; € R®}. Based on the score S, we
proposed two mechanisms to map the hidden representation se-
quence H to fixed-dimension representation: channel-wise at-
tentive statistics pooling (EA-ASP-CW) and attentive statistics
pooling with masking (EA-ASP-M).

EA-ASP-CW: In this mechanism, we will first calculate the
channel-wise attention weight o from s; along the time dimen-
sion: ]

i _op(st)

" X Texp(sh)
where 7 is the channel index. Then, we calculate the statistics
1t and % based on the attention weight o following [15].

T T
p'=> a0t =Y ahiohi —piop (1)
t t

It should be noted that, different from [15], we calculate at-
tention weight for each channel in equation 1 to help the pooling
layer filter the interfering speaker information when multiple
speakers are overlapped.

EA-ASP-M: In this mechanism, we first map the score matrix
S to a masking matrix M = {m;, mo,...,m; € RC} using
a sigmoid funtion, and then multiply H by M to remove the

interfering information.
H=M 06 H,M = sigmoid(S) 2

Then, we directly feed H to the attentive statistics pooling mod-
ule introduced in [15] to get fixed-dimension representation.

!For 2D convolutional network that outputs h; € REXL | we will
first average h along the second dimension to get hy € R
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2.1.2. Usage Mode

As introduced in the last section, our proposed EA-ASP layer
can help the neural network remove the interfering speaker in-
formation with the help of enrollment embedding. However,
we cannot get the enrollment embedding at all the time. For
example, when we want to extract embedding for enrollment
utterance, we cannot get the enrollment embedding in advance.
Here, we divide the usage of our proposed EA-ASP layer into
two modes so that it can be used in any scenario:

¢ Enroll-Ignorant Mode (EI): In EI mode, we do not use
the enrollment embedding as condition by directly set-
ting the score S in section 2.1.1 to all-ones matrix. In this
condition, the EA-ASP-M will degenerate to the normal
ASP pooling [15] and EA-ASP-CW will degenerate to
normal SP pooling [16].

¢ Enroll-Aware Mode (EA): In EA mode, we will extract
embedding just following the pipeline introduced in sec-
tion 2.1.1.

2.2. Training Strategy with EA-ASP Layer

In this section, we introduce the training strategy for speaker
verification system with EA-ASP layer. Here, we denote the
speaker number in the training set as N,pr. To simulate the
scenario in TSV evaluation process, we split the training set
into two parts: enrollment utterances and test utterances. There
is only one speaker in the enrollment utterance but the speaker
number in the test utterance is unknown. We denote the speaker
index within enrollment utterance x{""°" as y; € [0, Ny ) and
denote the speaker index within test utterance xées as Y; =

{y17 y2a } € [05 NSPIC)'
As shown in the right part of Figure 1, we construct
enrollment-test pair z = (x¢""°! xt°*) as input. In each train-
is first fed into the sys-

ing step, the enrollment utterance x¢""°!

tem to get enrollment embedding e¢""°! with EA-ASP layer in

enroll-ignorant mode. Then, the test utterance x:°** together

with enrollment embedding """ is fed into the system to ex-

tract test embedding e!®** with EA-ASP layer in enroll-aware
enroll test using the

mode. Then, we compute loss on €; and e;



same additive angular margin loss module [17]:

L= ﬁenroll + ﬁtest (3)
Lenroll = AAM(ee"’"0”7 lenroll) @
l:test — 1414]\4(et€st7 ltest) (5)

where lenron and lies: are classification label for enrollment
and test utterance. Here, we directly use the speaker index as
the classification label for enrollment utterance. The classifi-
cation label for the test utterance is conditioned on enrollment
utterance. If the enrollment speaker exists in the test utterance,
the test utterance has the same classification label as the enroll-
ment utterance. Otherwise, we assign a unique classification
label to test utterance that does not represent any speaker.

enroll
l;

=Y ©6)

_ Yis
Nsplw

2.3. Speaker Information Leakage Problem

ify; €Y

l?est
K2 .
otherwise

@)

As introduced in section 2.2, when x!°** contains the same

speaker with x¢""°!, we classify xt°** to the speaker ; within
x¢"ol  However, this can cause some problems. As shown
in Figure 1, we fed both x¢*** and """ to the system to ex-
tract test embedding and the training objective guide the neural
network to extract the speaker information of y; to test embed-
ding. It is obvious that the speaker information of y; can come
from x:°** or """ That is to say, the classification objective
may cause the speaker information leakage from e{""°". Such
speaker information leakage problem may cause our EA-ASP
layer not to learn how to remove the interfering information but
to retain the speaker information from e ° better. The ex-
perimental results in section 4.3 also confirmed the existence of
this problem.

To solve the speaker information leakage problem, we de-
signed a bottleneck network in Figure 1. The bottleneck net-
work consists of three fully connected layers with the shape
((C + D)//2,bottleneck_dim, C') and we insert BatchNorm
and ReLU function between different layers. We believe that if
the bottleneck dimension is much lower than the speaker em-
bedding dimension, the bottleneck network will constrain the
flow of speaker information.

3. Experimental setup
3.1. System Training

3.1.1. Baseline

We use the r-vector [4] system as the baseline in our experiment.
The development part of Voxceleb2 is used as the training set
and we also do data augmentation following [3]. During the
training process, we randomly sample 2s segments from utter-
ances to train the baseline system for 165 epochs. Besides, the
AAM loss [17] is used for system optimization. We set the scale
ratio and margin of AAM to 32 and 0.2 respectively.

3.1.2. System with EA-ASP Layer
To construct the input pair (x¢""°", x¢**) introduced in section
2.2. We simulate the test data x:*** based on the Voxceleb2 dev

set and the simulated test data can be classified into 4 different
typ!

test

o Typel: y; € Y, x;

test

e Type2: y; € Y;, x;

contains one speaker
contains two speakers

» Type3: y; ¢ Y, x:°* contains one speaker

313

o Typed: y; ¢ Y, xt** contains two speakers
where y; is the speaker index within xgnroll
ers index set within x:°**.

The proportion of these four types of data is set to 0.05,
0.05, 0.45, 0.45. During the data simulation, the SNR is ran-
domly sampled from -3 to 3 and the overlap ratio between two
speakers is randomly sampled from 0 to 0.5. Besides, x¢""°
is the 2s chunk randomly sampled from the baseline training set
and we also ensure that the duration of simulated x}°°? is 2s.

In the training process, we first initialized the system with
EA-ASP layer from the pre-trained baseline system and then
trained it for another 66 epochs. We also use AAM loss and the

same hyper-parameters mentioned in section 3.1.1.

and Y; is the speak-

3.2. System Evaluation

In our experiments, we evaluated our system in two different
scenarios: single-speaker scenario and multi-speaker scenario.
In the single-speaker scenario, we assume there is only one
speaker in the test utterance. In the multi-speaker scenario, the
speaker number in the test utterance is more than one. We score
all the systems based on embedding cosine similarity.

3.2.1. Single-Speaker Scenario

In the single-speaker scenario, we evaluated the system using
Voxcelebl [18] dataset and reported the results on all three pub-
lic evaluation trials:Vox_O, Vox_E, Vox_H.

3.2.2. Multi-Speaker Scenario

In order to better compare with results in single-speaker sce-
nario, we regenerate the evaluation dataset according to the
evaluation trial Vox_O, Vox_E, Vox_H. For each trial pair, the
enrollment utterance is retained and we simulated a new test ut-
terance. When simulating the new test utterance, we randomly
select an utterance of a person who is neither test speaker nor the
enrollment speaker as the interfering utterance and mix it with
original test utterance. During data mixing, the SNR is ran-
domly sampled from -3 to 3 and the overlap ratio is randomly
selected from 0 to 0.5%. Tt should be noted that because the inter-
fering speaker has a different speaker label with the enrollment
utterance and original test utterance, the target/non-target label
of each trial pair will not change.

4. Results

4.1. Evaluation of Single-Speaker Verification System in
Multi-Speaker Scenario

Most speaker verification systems are trained on single-speaker
data, and how they would behave in multi-speaker scenario is
unknown. Here, we test the r-vector baseline system in the
multi-speaker scenario and we plot the score distribution un-
der different conditions in Figure 2a. From the figure, we can
see that, in single-speaker scenario, the target score distribution
and non-target score distribution are far apart, which means the
speaker embedding is very discriminating. When the test utter-
ance is mixed with the other speakers’ voice, the target score
distribution becomes closer to the non-target score distribution,
but they don’t overlap. Such a phenomenon indicates that the
mixed speakers’ voice will obscure the original speaker’s infor-
mation but the embedding can still show the existence of the
original speaker. We listed the numerical results in the first line
of Table 1. The numerical results show that the ambiguity of

2The multi-speaker evaluation data generated in our exper-
iment can be reproduced following https://github.com/
vivian556123/EA-ASP-evaluation-dataset



Table 1: System Performance. We get the minDCF result with the target probability equal to 0.01. The EI-Mode and EA-Mode in table
means that we set the EA-ASP layer to corresponding mode in the test embedding extraction process. We get the ensemble system by
maxing the similarity score from the system in EI-Mode and EA-Mode.

Single-Speaker Evaluation

Multiple-Speaker Evaluation

Model Vox_O Vox_E Vox_H Vox_O Vox_E Vox_H
EER(%) minDCF EER(%) minDCF EER(%) minDCF EER(%) minDCF EER(%) minDCF EER(%) minDCF

r-vector 1.128 0.118 1.240 0.150 2.385 0.228 11.16 0.574 10.54 0.571 13.81 0.651
EA-ASP-CW (EI-Mode) 1.154 0.125 1.238 0.150 2.308 0.219 10.79 0.591 10.13 0.578 13.30 0.656
EA-ASP-CW (EA-Mode) 1.505 0.145 1.608 0.175 2.891 0.255 5.955 0.366 5.718 0.394 8.104 0.475
EA-ASP-M (EI-Mode) 1.154 0.124 1.222 0.149 2.321 0.228 11.80 0.595 10.82 0.584 14.11 0.659
EA-ASP-M (EA-Mode) 1.601 0.148 1.736 0.192 3.221 0.280 5.212 0.335 4.988 0.342 7.067 0.435
EA-ASP-CW Ensemble 1.213 0.134 1.280 0.159 2.396 0.237 6.451 0.371 6.081 0.396 8.465 0.477
EA-ASP-M Ensemble 1.148 0.128 1.317 0.158 2517 0.241 5377 0.332 5.019 0.345 7.127 0.436

the original speaker information can severely degrade the per-
formance of the system.

1750 target trial scores (single speaker)
target trial scores (multiple speaker)
nontarget trial scores (single speaker)

1250 nontarget trial scores (multiple speaker)

(a) Baseline r-vector system

target trial scores (single speaker)
target trial scores (multiple speaker)
nontarget trial scores (single speaker)
nontarget trial scores (multiple speaker)

(b) EA-ASP-M in EA mode

Figure 2: The Vox_E trial scores distribution in single-speaker
and multiple-speaker scenario.

4.2. Evaluation of Enroll-Aware Attentive Statistic Pooling

Here, we evaluated the systems with our proposed enroll-aware
attentive statistic pooling. The corresponding results are listed
in Table 1. From the results, we found that the EA-ASP-CW
and EA-ASP-M systems have comparable performance with the
baseline system when no enrollment information is used. When
we fed the enrollment embedding into the EA-ASP systems,
the EA-ASP-CW and EA-ASP-M both achieved significant im-
provement on multi-speaker evaluation trials, and EA-ASP-M
performed better than the EA-ASP-CW. The EA-ASP-M even
achieved ~50% relative EER reduction on three evaluation tri-
als. However, when enrollment information is added, there is
some performance degradation in single-speaker scenario. We
calculated the average score of target and non-target trials in
single-speaker scenario and found that the averaged non-target
score (0.043) of EA-ASP-M (EA-Mode) is a little higher than
the averaged non-target score (0.016) of baseline system, which
might be the reason for the performance drop. We infer that the
rise in score comes from the enrollment speaker information
leakage and more detailed analysis is given in section 4.3. To
alleviate this issue, we ensemble the systems with and without
enrollment conditions by using the decision with higher score
and list the result in the bottom part of Table 1. After ensemble,
the systems with EA-ASP layer still show great superiority in
multi-speaker scenario and have comparable performance with
baseline system in single-speaker scenario.

Besides, we also plot the score distribution under different
scenarios for EA-ASP-M system in Figure 2b. Compared to the
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baseline r-vector system, the multi-speaker target score distri-
bution from our EA-ASP system is much closer to the single-
speaker target score distribution, which also indicates the EA-
ASP-M system can successfully extract enrollment speaker in-
formation from the test utterance with interference.

4.3. Effect of bottleneck layer

As introduced in section 2.3, the speaker information in the en-
rollment embedding may leak to the final test embedding and
cause the model to be optimized in the wrong direction. In this
section, we evaluated the effect of bottleneck dimension on the
information leakage. Here, we add a speaker classification head
on the statistic pooling result of the intermediate score s; in
section 2.1.1 and use the speaker classification accuracy to re-
flect the speaker information existing in the score s;. It should
be mentioned that the gradient is truncated between the score
s; and the classification head, so that the classification training
will not influence the other parts of the system. The correspond-
ing results are listed in Table 2. As expected, as the bottleneck
dimension increases, more speaker information will leak to the
score s;. We found that it is best to set the bottleneck dimension
to 2, which can avoid too much speaker information leakage and
maintain the system performance at the same time.

Table 2: Bottleneck Dimension Ablation Study on EA-SAP-M
System.

BottleNeck  Speaker Acc (%) EER (%)

Dimension on score S Vox_.O Vox_E Vox_H
1 0.05 6.800 6.473 8.797
2 0.30 5.212 4.988 7.067
4 2.10 6.430 5.811 7.941
8 15.8 6.632 6.055 8.212

5. Conclusion

In this paper, we proposed enroll-aware attentive statistic pool-
ing to solve the target speaker verification problem and achieved
a great improvement when facing multi-speaker overlapped ut-
terances. Besides, compared to the method which leverages
the speech separation technology, our proposed architecture is
more light-weight and can be integrated with most mainstream
speaker verification systems. To the best of our knowledge, it is
the first work using enrollment embedding as a prior informa-
tion in speaker verification system.
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