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Abstract
Currently, many different network architectures have been ex-
plored in speaker verification, including time-delay neural net-
work (TDNN), convolutional neural network (CNN), trans-
former and multi-layer perceptrons (MLP). However, hybrid
networks with diverse structures are rarely investigated. In this
paper, we present a novel and effective dual path embedding
learning framework, named Dual Path Network (DPNet), for
speaker verification with triplet attention. A new topology of in-
tegrating CNN with a separate recurrent layer connection path
internally is designed, which introduces the sequential struc-
ture along depth into CNN. This new architecture inherits both
advantages of residual and recurrent networks, enabling better
feature re-usage and re-exploitation. Additionally, an efficient
triplet attention module is utilized to capture cross-dimension
interactions between features. The experimental results con-
ducted on Voxceleb dataset show that our proposed hybrid net-
work with triplet attention can outperform the corresponding
ResNet by a significant margin.
Index Terms: speaker verification, dual path embedding learn-
ing, triplet attention

1. Introduction
The task of speaker verification (SV) is to verify the speak-
ers’ identities by utilizing voice as the biometric feature. In
recent years, the paradigm of state-of-the-art SV systems has
shifted from i-vector [1] combined with probabilistic linear dis-
criminant analysis (PLDA) [2] towards deep speaker embed-
ding learning method [3, 4], where deep neural networks (DNN)
are utilzied to take the frame-level features of an utterance as
input and directly produce an utterance level representation as
speaker embeddings for similarity measurement. These embed-
dings are obtained via the pooling mechanism in which mean
and standard deviation are generally calculated. DNN-based
SV systems can be effectively trained by multi-class classifica-
tion, where softmax [5] or AAM-softmax [6] can be adopted as
loss function. Subsequently, the extracted embeddings are used
in a standard backend, e.g. cosine similarity calculation.

According to the network architecture, DNN-based SV sys-
tems proposed in previous works can be divided into four dif-
ferent types: TDNN-based [5, 7, 8, 9, 10], CNN-based [11, 12],
transformer-based [13, 14] and MLP-based [15]. Time delay
neural network (TDNN) is known as the ability to learn the tem-
poral dynamics of the signal with wide context, which adopts
a hierarchical and incremental architecture to process different
temporal resolution [16]. These characteristics make TDNN
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naturally suitable for speech tasks. [5] firstly utilizes a TDNN
architecture with a multiclass cross entropy objective for text-
independent speaker verification. x-vector [7] and its descen-
dants [8, 9] are further proposed to improve the performance.
ECAPA-TDNN [10] obtains astounding results by making mul-
tiple architectural enhancements to the x-vector. For CNN-
based SV systems, [11] introduces ResNet [17] as the speaker
embedding extractor in VoxSRC 2019 for the first time. In
addition, [13] presents a transformer-based system with self-
attention encoder and pooling layer to obtain a discriminative
speaker embedding, which is inspired by transformer’s effec-
tiveness in natural language processing and computer vision
[18, 19]. [14] makes further efforts to improve the transformer-
based system by strengthening local information modeling.
Plus, [15] attempts to build a pure MLP network without convo-
lution or self-attention, which shows competitive results. How-
ever, the existing DNN-based SV systems mostly focus on sin-
gle network structure. Hybrid networks with diverse structures
have been rarely discussed in SV task, which demonstrate the
superiority in other fields [20, 21, 22, 23, 24, 25].

In this paper, we design a novel hybrid network structure,
namely Dual Path Network (DPNet), for speaker verification
with triplet attention. Compared to previous works, the pro-
posed DPNet consists of two paths: residual path and recurrent
path. It integrates CNN with sequential information flow via re-
current layer connection along depth. This new architecture can
enjoy the benefit of better re-using information from previous
layers. Moreover, an efficient triplet attention module is intro-
duced to model cross-dimension interactions between features.
Experiments conducted on Voxceleb [26, 27] demonstrate that
our proposed DPNet with triplet attention can outperform the
corresponding ResNet by a large margin.

2. Related Work
Hybrid Networks: Hybrid networks generally integrate dif-
ferent network structures together, which show the superiority
over single network structure in various fields [20, 21, 22, 23,
24, 25]. Several hybrid variants have been extensively studied
in recent years, including CNN-CNN, CNN-RNN and CNN-
Transformer. [20] designs a CNN-CNN hybrid network com-
bining ResNet with DenseNet, which achieves better perfor-
mance than state-of-the-arts. For CNN-RNN hybrids, [21] aug-
ments convolutional residual networks with a long short term
memory mechanism for image classification. [22] adpots RNN
to process the outputs of CNN for visual description. [23]
builds a convolutional LSTM model for the precipitation now-
casting problem. Lately, transformer has taken computer vision
by storm and CNN-Transformer hybrids emerge subsequently.
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Figure 1: The topology of dual path embedding learning framework. Two parallel paths exist where information exchange and fusion
happen. Finally, the features from two paths are concatenated to obtain speaker embedding. Residual path: normal residual learning
with residual blocks. Recurrent path: this is a recurrent path along depth which is equivalent to an unfolded RNN where Hi is the
hidden state. It can accumulate information from previous layers via recurrent blocks and exchange with the residual path. TA: triplet
attention module inserted after the residual mapping in each residual block.

Table 1: The structure of DPNet34. It consists of the residual
and recurrent path. Similarly to ResNet34, the architecture is
divided into four stages, which contains 3, 4, 6, 3 blocks indi-
vidually.

Stage Residual Path Recurrent Path

–
[
Conv-BN-ReLU

]
0

1
[

Conv-BN-ReLU
Conv-BN

]
× 3

[
Conv

BN-tanh-Conv

]
× 3

2
[

Conv-BN-ReLU
Conv-BN

]
× 4

[
Conv

BN-tanh-Conv

]
× 4

3
[

Conv-BN-ReLU
Conv-BN

]
× 6

[
Conv

BN-tanh-Conv

]
× 6

4
[

Conv-BN-ReLU
Conv-BN

]
× 3

[
Conv

BN-tanh-Conv

]
× 3

[24] proposes Conformer to take advantage of convolutional op-
erations and self-attention mechanisms for enhanced represen-
tation learning. [25] proves that self-attention and convolution
are complementary, and designs AlterNet to combine them to-
gether. In this paper, we introduce a novel hybrid network struc-
ture for speaker verification task to improve the representation
capabilities of SV systems.

Attention Modules in SV: Attention modules have been
broadly applied in DNN-based SV systems [28, 29, 30, 31].
[28] incorporates squeeze-and-excitation module into ResNet.
[29] proposes convolutional attention for modelling temporal
and frequency information independently. [30] adopts duality
temporal-channel-frequency attention. [31] utilizes simple at-
tention module. This work employs an efficient triplet attention
module which can be integrated with DPNet seamlessly.

3. Proposed Method
In this section, we describe the proposed dual path embedding
learning framework along with triplet attention module in detail.

3.1. Dual Path Embedding Learning Framework

In the proposed dual path embedding learning framework, two
paths exist: residual path and recurrent path. The residual path
is from the commonly-used ResNet. The recurrent path is elab-
orately designed to provide the current layer with the accumu-
lation of previous layers’ information via recurrent connection
along depth [32] . Finally, the resulting features of the two paths
are aggregated to obtain speaker embedding. Fig. 1 schemati-
cally depicts the overall topology of this framework. Take DP-

Net34 as an example, the structural details are presented in Ta-
ble 1.

Residual path: We adopt ResNet18 and ResNet34 as the
residual path in this work. Assume that there are N residual
blocks in total, the feature map of i-th residual block can be
denoted as Xi ∈ RC×F×T where C, F and T represent the
channel, frequency and time dimension respectively, for 1 ≤
i ≤ N . These features are utilized to exchange information
between the residual and recurrent path.

Recurrent path: In the recurrent path along depth, there
exists one corresponding recurrent block for each residual
block, which aims to accumulate the layer history and exchange
information for better feature re-usage and re-exploitation in a
sequential manner. We represent the i-th recurrent block feature
map as Hi ∈ RK×F×T where K means the channel number
in the recurrent block, for 1 ≤ i ≤ N . In the experiments, K
is set to 32. At the i-th step, the calculation process of residual
path is as follows:

Yi = Residual([Xi−1 ·Hi−1]) (1)

Xi = Yi +Xi−1 (2)

where Xi−1 and Hi−1 are the output of previous residual block
and recurrent block respectively. [·] stands for the concatenation
along the channel dimension. Residual means normal resid-
ual learning. Specifically, inputs Xi−1 and Hi−1 are firstly
combined via concatenation and then the results are passed to
a residual block to get Yi. The residual mapping Yi is finally
added to the original input Xi−1 to obtain the output of i-th
residual block Xi.

For the recurrent path along depth, it is equivalent to an
unfolded RNN where Hi is the hidden state at step i, initialized
as 0 at step 0. For the i-th step update, its input is the residual
block output Yi and previous hidden state Hi−1.

H0 = 0 (3)

Hi = Conv2(tanh(B(Conv1(Yi) +Hi−1))) (4)

where Conv1 is a point-wise convolution with output channel
sizes of K. B stands for BatchNorm. tanh is the non-linear
function. Conv2 indicates a 3x3 convolution. Specifically, the
residual mapping Yi is firstly compressed in channel dimension
via 1x1 convolution and then added to Hi−1. Subsequently, the
resulting feature is processed through a batch normalization, a
tanh activation and a 3x3 convolution. The point-wise convo-
lution and 3x3 convolution are shared across all the recurrent
blocks similar to RNN.
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Figure 2: Illustration of TA.

From the above statements, we can see that our dual path
architecture is not a simple combination of CNN and RNN. The
key idea is the accumulation and exchange of information be-
tween two paths, which is crucial for enhanced feature learning.

Embedding layer: To obtain speaker embedding, the out-
puts of the last residual and recurrent block XN , HN are firstly
concatenated along the channel dimension. Then the result-
ing features are fed into a statistical pooling layer [33] to map
the variable-length representation into a low dimension vector,
which is then transformed by a full-connected (FC) layer to gen-
erate speaker embedding e. The calculation is presented below:

Z = [XN ·HN ] (5)

e = FC(P(Z)) (6)

where P means the statistical pooling layer. FC is the full-
connected layer.

3.2. Triplet Attention Module

Inspired by [29, 30], we design a novel and efficient attention
module, namely triplet attention (TA), for speaker verification.
Different from previous attention mechanisms, cross-dimension
interactions are introduced into our proposed TA by dedicating
three separate branches to capture the inter-dependencies be-
tween the channel and frequency dimension (C,F ), the chan-
nel and temporal dimension (C, T ), the frequency and temporal
dimension (F, T ) respectively. Fig. 2 is the overview of our
proposed methods.

As Fig. 2 shows, given an input feature Y ∈ RC×F×T ,
the first branch builds the interactions between the channel
and frequency dimension (C,F ). The resultant attention map
S(C,F ) ∈ RC×F×1 is generated via:

S(C,F ) = σ(Conv2(SiLU(B(Conv1(GAPt(Y)))))) (7)

where Conv1 and Conv2 are point-wise convolution with output
channel sizes of C/r and C respectively. r is the channel reduc-
tion ratio. B stands for BatchNorm. GAPt is one-dimensional
global average pooling along the temporal dimension. SiLU
[34] is the non-linear function. σ is the sigmoid function.

Similarly, in the second branch, the attention map be-
tween the channel and temporal dimension (C, T ), S(C,T ) ∈

RC×1×T , is obtained by:

S(C,T ) = σ(Conv2(SiLU(B(Conv1(GAPf(Y)))))) (8)

where GAPf is one-dimensional global average pooling along
the frequency dimension.

For the third branch, the attention map between the fre-
quency and temporal dimension (F, T ), S(F,T ) ∈ R1×F×T ,
is computed as follows:

S(F,T ) = σ(B(Conv3([GAPc(Y) · GMP(Y)]))) (9)

where GAPc is one-dimensional global average pooling along
the channel dimension. GMP means the global max pooling.
Conv3 refers to a 7x7 convolution.

Finally, the refined feature Y′ ∈ RC×F×T by TA can be
generated by:

Y′ = Y ⊗ S(C,F ) ⊗ S(C,T ) ⊗ S(F,T ) (10)

where ⊗ represents the broadcasting multiplication.

4. Experimental Setup
4.1. Dataset and Data Augmentation

We adopt Voxceleb1&2 [26, 27] to validate the proposed DP-
Net and TA module in the experiments. The development set
of Voxceleb2 is used as training data, which is comprised of
1,092,009 utterances from 5994 speakers. In addition, three
data augmentation techniques are employed to increase the di-
versity of the training data, including online data augmentation
[35] with MUSAN [36] and RIR dataset [37], specaugment [38]
and speed perturb [39] with 0.9 and 1.1 times speed changes.
For testing, the whole Voxceleb1 is utilized as the evaluation
data. Performance is reported on three official trial lists: Vox1-
O, Vox1-E and Vox1-H.

4.2. System Configuration

The input acoustic features is 80-dimensional filter bank with
25ms windows and 10ms shift. We randomly sample a 200-
frame chunk from each utterance during the training process.
In addition, AAM-softmax [6] with a margin of 0.2 and a scale
of 32 is adopted as the training criterion for all systems. Models
are optimized using stochastic gradient descent (SGD) with mo-
mentum of 0.9 and weight decay of 1e-4. The learning rate is
controlled by the exponential scheduler decreasing from 0.1 to
1e-5. During testing, adaptive score normalization (AS-Norm)
[40, 41] is adopted to normalize cosine similarity score by set-
ting the imposter cohort as 600. Performance is measured in
terms of the equal error rate (EER) and the minimum detection
cost function (MinDCF) with the settings of Ptarget = 0.01
and CFA = CMiss = 1. Specifically, we build four types of
systems for comparison, and the configurations of each type are
listed as follows:

• Baselines: ResNet18 and ResNet34.

• DPNets: by adopting ResNet18 and Resnet34 as the
residual path in the proposed dual path architecture re-
spectively, we can obtain the corresponding DPNet18
and DPNet34.

• Baselines with TA: integrate the TA module into
ResNet18 and ResNet34 by inserting it after the batch
normalization in each residual bock, which is the same
as [30, 31].
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Table 2: EER and MinDCF results of different systems on the Voxceleb1 dataset.

Architecture # Params Voxceleb-O Voxceleb-E Voxceleb-H

EER(%) MinDCF EER(%) MinDCF EER(%) MinDCF

ResNet18 4.11M 1.48 0.1737 1.52 0.1751 2.72 0.2444
+TA +0.13M 0.87 0.0803 1.05 0.1199 1.94 0.1914

ResNet34 6.63M 0.96 0.0885 1.01 0.1206 1.86 0.1769
+TA +0.24M 0.84 0.0796 0.90 0.1055 1.67 0.1609

DPNet18 4.60M 1.27 0.1376 1.31 0.1577 2.36 0.2247
+TA +0.13M 0.79 0.0794 0.99 0.1117 1.85 0.1822

DPNet34 7.40M 0.81 0.0716 0.89 0.0938 1.65 0.1609
+TA +0.24M 0.72 0.0658 0.74 0.0853 1.51 0.1501

• DPNets with TA: similarly, the TA module is incorpo-
rated into DPNet18 and DPNet34 by inserting it after the
batch normalization in each residual block of the residual
path as shown in Fig. 1.

5. Results and Analysis
In this section, we first present the results of the proposed DP-
Nets and baseline systems in Table 2. Then the effect of atten-
tion modules is analysed in Table 3.

5.1. Results for DPNets

We build DPNet18 and DPNet34 by adopting ResNet18 and
ResNet34 as the residual path respectively, where the chan-
nel number in the recurrent path is set to 32. We can see
that both DPNet18 and DPNet34 outperform the corresponding
ResNet18 and ResNet34, which demonstrates the effectiveness
of the information exchange between residual and recurrent
path. Specifically, for DPNet18, the relative improvements in
EER by 14.2%, 13.8%, 13.2% are obtained over the ResNet18
system in the three official trial lists. Additionally, DPNet34
decreases the EERs to 0.81%, 0.89% and 1.65% on Vox1-O,
Vox1-E and Vox1-H respectively. It reveals that the introduc-
tion of the recurrent path along depth into CNN is beneficial
to feature re-usage and re-exploitation. The success of the pro-
posed framework can be attributed to the fact that information
from different layers is accumulated and exchanged between the
residual and recurrent path. Rather than a simple combination
of two paths, dynamic interaction is vital to improve the repre-
sentation capabilities of the SV system.

5.2. The Effect of Attention Modules

5.2.1. TA Module

TA module can be easily integrated into both ResNet and DP-
Net, which results in significant improvements with negligible
computational overhead. For ResNet, the averagely relative im-
provements in EER by 26.8%, 20.8%, 19.4% are obtained over
the ResNet18 and ResNet34 system in the three official trial
lists. Similarly, DPNet18-TA and DPNet34-TA averagely de-
crease the EERs on Vox1-O, Vox1-E and Vox1-H by 24.4%,
20.6% and 15.1% respectively. It demonstrates the effective-
ness and importance of modeling cross-dimension attentions for
speaker verification. Moreover, it is noteworthy that the com-
bination of DPNet and TA module yields the best performance,
which indicates that the functionalities of the recurrent path and
TA module are complementary.

Table 3: The effect of different attention modules.

System # Params Vox1-O Vox1-E Vox1-H

ResNet18 4.11M 1.48 1.52 2.72

+SE +0.09M 1.39 1.50 2.66
+DCFT +0.13M 1.29 1.43 2.63
+SimAM +0 1.51 1.59 2.80

+TA(ours) +0.13M 0.87 1.05 1.94

5.2.2. Comparison with Previous Attention Mechanisms

To validate the superiority of our proposed TA module over
previous methods, we adopt ResNet18 as the baseline and re-
implement commonly-used attention mechanisms in SV task
such as SE [28], DTCF [30] and SimAM [31]. As shown in Ta-
ble 3, the effect of SE module is very limited, which reveals that
only modeling channel-wise dependencies is insufficient for SV
task. DTCF attempts to assemble the temporal and frequency
information into the channel-wise attention. However, the im-
provements are still not significant. For SimAM, although it
introduces no additional parameters, the performance becomes
even worse than the baseline. Different from the above meth-
ods, our TA module interactively models the inter-dependencies
between channel and frequency, channel and temporal, fre-
quency and temporal separately, which outperforms all listed
methods by a large margin. This demonstrates the importance
of capturing cross dimension interactions for SV task.

6. Conclusions
In this paper, we introduce a novel dual path embedding learn-
ing framework for speaker verification. By accumulating and
exchanging information between two paths, enhanced features
can be learned to improve the representation capabilities of SV
system. In addition, an efficient triplet attention module is pro-
posed to model cross-dimension attentions. Experiments on
Voxceleb dataset show that the proposed DPNets can ourper-
form the corresponding ResNets. And further improvements
can be obtained when combining with triplet attention module.
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