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Abstract
This paper presents the SJTU system for both text-dependent
and text-independent tasks in short-duration speaker verifica-
tion (SdSV) challenge 2021. In this challenge, we explored dif-
ferent strong embedding extractors to extract robust speaker em-
bedding. For text-independent task, language-dependent adap-
tive snorm is explored to improve the system performance un-
der the cross-lingual verification condition. For text-dependent
task, we mainly focus on the in-domain fine-tuning strategies
based on the model pre-trained on large-scale out-of-domain
data. In order to improve the distinction between different
speakers uttering the same phrase, we proposed several novel
phrase-aware fine-tuning strategies and phrase-aware neural
PLDA. With such strategies, the system performance is further
improved. Finally, we fused the scores of different systems,
and our fusion systems achieved 0.0473 in Task1 (rank 3) and
0.0581 in Task2 (rank 8) on the primary evaluation metric.
Index Terms: speaker verification, phrase-aware fine-tuning,
cross-lingual verification, SdSV challenge 2021

1. Introduction
Speaker verification system has gained great improvement with
the development of deep learning. From the phone-channel [1]
to in-the-wild condition [2], researchers have proposed different
architectures [3, 4, 5, 6], different losses [7, 8, 9], and different
training strategies [10, 11, 12] to improve the system perfor-
mance under different conditions. However, there are still some
challenges unresolved when the speaker verification system is
applied in the real world, such as the short duration problem
and cross-lingual problem.

In this paper, we introduce the SJTU system submitted
to the short-duration speaker verification (SdSV) challenge
2021 [13]. The SdSV challenge 2021 includes two tasks. The
task1 is the text-dependent task, where the speaker verifica-
tion system should verify the test speaker identity and speak-
ing phrase at the same time. Task2 is text-independent task, the
system should only consider the speaker identity. Particularly,
the SdSV challenge introduces a new challenging verification
condition, the cross-lingual verification for task2, where one
speaker may speak different languages at the enrollment and
test stage.

The SdSV 2021 is the second challenge of SdSV series and
many competitive systems have been proposed in the last chal-
lenge. For text-independent task in the last challenge, Jenthe
et al. proposed a new data mining strategy HPM [14] and in-
troduced adaptive snorm to improve system’s cross language
verification robustness. Peng et al. introduced a greedy fusion
algorithm [15] to further improve the performance of the fusion
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system. Besides, teams mainly focused on the back-end opti-
mization [16, 17] in text-dependent task.

In this challenge, we first explored different well-performed
architectures and trained them on all the available data. Then,
we focus on the in-domain data fine-tuning strategies to further
improve the system performance. To solve the cross-language
verification problem in text-independent task, we trained an-
other language identification network to introduce the language
information to the adaptive s-norm [18] procedure. For text-
dependent task, we implemented different methods to increase
the distinction between the target trial and different non-target
trials. We used an ASR system to classify the speaker phrase
during the test stage and filter out the phrase-mismatch (speaker
utters a wrong pass-phrase) trials directly. To better distinguish
different speakers uttering the same phrase, we proposed sev-
eral novel phase-aware fine-tuning strategies and phrase-aware
neural PLDA. Based on such strategies, the performance of our
systems is further improved.

The rest of the paper is organized as follows: Section 2 in-
troduces the dataset used in this challenge. Section 3 introduces
our embedding extractor architectures and the proposed fine-
tuning strategies. The experimental results and corresponding
analysis are given in Section 4. Finally, we make the conclu-
sion in Section 5.

2. Datasets
2.1. Training Data

SdSV challenge adapted a fixed training condition where the
system should only be trained on the designed set. The main
training and evaluation data for SdSV challenge is the Deep-
Mine [19, 20] dataset which was recorded in realistic environ-
ments of Iran. And the collection protocol was designed to
incorporate various kinds of noises during the recording. The
main language is Persian while the most of the participants also
participated in the English partition.

• Task 1 in-domain data: A dataset which is designed for
building text-dependent speaker verification system. It
consists of 101k utterances from 963 different speakers.
The content of all utterances is limited to a fixed set in-
cluding five Persian phrases and five English phrases.

• Task 2 in-domain data: A dataset which has no restric-
tions on utterance content. It contains 125k utterances
collected from 588 speakers while some of them have
only Persian phrases.

In addition to the in-domain training data, other opening
datasets allowed to be used in the training process are described
as follows.
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Voxceleb [21, 22]: Voxceleb 1&2 contain more than one
million utterances from 7245 celebrities, which are collected
from videos uploaded to YouTube.

Librispeech [23]: A dataset which comprises 281k utter-
ances from 2338 speakers. It’s sourced from audio books and
the majority of speech is US English.

Common Voice Farsi [24]: The Common Voice corpus is
a massively-multilingual collection of transcribed speech. And
only Persian part of it is used in this challenge.

2.2. Evaluation

The evaluation data for task 1&2 are both part of the DeepMind
in-domain data.

• In Task 1, each trial consists of a test segment along with
a model identifier which indicates three enrollment ut-
terances and a phrase ID that uttered in the utterances.
These trials can be classified into four basic types in-
cluding TC, TW, IC and IW. The text-dependent speaker
verification system should accept the TC trials and reject
the other three types as imposture trials.

• In Task 2, the enrollment data consists of one to sev-
eral variable-length utterances from the Persian language
while the test utterances might from the different lan-
guage (English). For this task, systems should accept the
trials if enroll and test utterances are both from the same
speaker without considering language mismatch.

The main metric adopted by SdSV challenge is normalized
minimum detection cost function (minDCF), which is defined
as a weighted sum of false alarm and miss error probabilities.

3. Methods
In this section, we will introduce the embedding extractors, fine-
tuning strategies and several post-processing methods used in
our system. In our experiment, the embedding extractors are
firstly trained on all the available data for both task1 and task2
in a text-independent mode. Then, we fine-tune the pre-trained
models using in-domain data. Finally, post-processing methods
are used to further improve the system performance.

3.1. Speaker Embedding Extractors

To build a robust speaker verification system for SdSV chal-
lenge, all datasets including Voxceleb, Common Voice Farsi,
Librispeech, and DeepMind in-domain data are combined for
training the speaker embedding extractors. In order to reduce
the duration mismatch between the training and test data, all
the utterances are randomly chunked into segments of 2 sec-
onds during the training stage. The acoustic feature we used
is 40 dimensional Fbank with 25 ms frame length and 10 ms
shift. To increase the quantity and diversity of the training data,
we apply online data augmentation during the training process.
The additive noises from MUSAN corpus [25] and the impulse
responses from RIR [26] are used for augmentation.

In our system, we mainly adopt three different speaker ver-
ification architectures, including the ResNet34 [27], ECAPA-
TDNN [5] and DPN68 [6, 28].

ResNet34: ResNet has achieved superior performance in
speaker verification for its high-efficiency modeling complex
data structure. We use the ResNet34 introduced in [27] as our
resnet based architecture. In this architecture, input features are
processed by the initial convolution layer and 4 residual blocks,

then a following statistic pooling layer aggregates the frame-
level features into segment-level representation. Finally, a 256-
dimensional fully connected layer transforms it into a fixed vec-
tor to represent the speaker.

ECAPA-TDNN: The ECAPA-TDNN [5] has achieved
great success in speaker verification system and has been used
in the VoxSRC2020 [29] winning system. We set the channel
number for ECAPA-TDNN to 1024 in our experiment. Channel
attention with and without global context are both applied and
we denote the corresponding architectures as Ecapa and Ecapa-
Glob respectively.

DPN68: The DPN (Dual Path Network) [6] is firstly ap-
plied in speaker verification task in [28], which leverages the
advantage of ResNet and DenseNet [30] at the same time. Here,
we use the DPN68 architecture as one of our embedding extrac-
tors in our systems.

Additive angular margin softmax loss (AAM) [7] is used to
optimize all the embedding extractors. The scale parameter and
the margin of AAM loss are set to 32 and 0.2 respectively. We
train each model for 165 epochs and the learning rate exponen-
tially decreases from 0.1 to 1e-5 during the training process.

3.2. In-domain Fine-tuning

In this section, we will introduce our fine-tuning strategies
based on the pre-trained model presented in the last section to
further improve the system performance on the in-domain eval-
uation set.

Figure 1: Text-dependent Mode Fine-tuning for Task 1

3.2.1. Text-Dependent Mode Fine-tuning for Task 1

To encode the phrase information into speaker embedding and
further enlarge the distance of different speakers uttering the
same phrase, we fine-tune the embedding extractors in text-
dependent mode for task1. Strategies are introduced as follows:

spk + phrase: As shown in Figure. 1 (left), in the fine-
tuning stage, there are two separate heads for speaker and
phrase classification and we fine-tune the embedding extractors
in a multi-task way.

spk× phrase: Here, utterances in different phrases spoken
by the same speaker are considered as the different classes. As
shown in Figure.1 (right), there is only one classification head,
but both speaker and phrase information are considered.

Since the classification of the phrase requires all the infor-
mation of a sentence, the inputs are not chunked during the
training process and variable-length inputs in the same batch
are zero-padded to the same length.

3.2.2. Text-Independent Mode Fine-tuning for Task1 and Task2

In our experiment, the phrase mismatch trials (IW and TW)
in task1 can be filtered out by ASR system introduced in sec-
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Figure 2: Text-independent Mode Fine-tuning for Task 1

tion 3.3.3. Therefore, the model only needs to verify utter-
ances in the same phrase, and task1 can also be regarded as
text-independent task. For usual fine-tune methods of task1 and
task2, we use AAM softmax to optimize the pre-trained models
on in-domain data.

Especially for task1, to strengthen model’s ability to dis-
criminate speakers uttering the same phrase, we proposed two
phrase-aware text-independent fine-tuning strategies, including
phrase-aware multi-head training (PMT) and phrase-aware con-
trastive training (PCT).

PMT: For task 1, all the phrases are drawn from a fixed
set of ten phrases consisting of five Persian and five English
phrases. As shown in Figure 2 (left), different speaker classi-
fication heads are used for the utterances in different phrases.
With such a training strategy, the distance between different
speakers within the same phrase can be enlarged.

PCT: As shown in Figure 2 (right), in this fine-tuning strat-
egy, we introduce a contrastive learning loss that can be jointly
optimized with the AAM softmax loss. In our experiment, gen-
eralized end-to-end loss [9] is adopted to calculate the con-
trastive loss and we sample two utterances for each speaker in
the training batch. To improve the distinction between differ-
ent speakers uttering the same phrase, we constrain that all the
utterances in the same batch are from the same phrase.

3.3. Post Processing

3.3.1. Language-dependent AS-Norm

The most difficulty of task 2 is cross-language trials. To min-
imize the language mismatch between the different utterances,
we introduce the language information to the adaptive symmet-
ric score normalization (AS-Norm), which is defined in Equa-
tion 1. The cohort set for each enroll model, Etope,lan, is decided
by the enroll model and the language of test utterance, where
the language of cohort set is the same as test utterance. To de-
tect the language of the test utterances, a TDNN based language
identification is trained on task 2 in-domain data.

s(e, t) =
s(e, t)− µ(St(Etopt ))

σ(St(Etopt ))
+
s(e, t)− µ(Se(Etope,lan))

σ(Se(Etope,lan))

3.3.2. Phrase-aware Neural PLDA

The neural PLDA (NPLDA) [31] was successfully applied in
the NICT system [32] of SdSV challenge 2020. To enhance the
NPLDA for text-dependent task, we constrain the input pair for
NPLDA from the same phrase to improve the different speak-
ers’ distinction ability within the same phrase. Our NPLDA was

initialized by phrase-dependent PLDA model trained on task2
in-domain data and the parameters were set the same as [31],
except learning rate = 5e-5 and epochs = 5.

3.3.3. ASR System

For text-dependent task1, an ASR system is trained to filter the
trials that enroll and test utterances are from different phrases.
We adopt the conformer [33] based joint CTC-attention auto-
matic speech recognition model (ASR) from the ESPnet [34]
Librispeech recipe. The ASR system is first trained on the
Librispeech dataset and then fine-tuned on the task1 in-domain
data. During evaluation, we use the ASR system to recognize
the phrases and classify each utterance based on its Levenshtein
edit distance with the references. According to the phrase label
generated by ASR, we directly filter out IW and TW trials by
setting the score to a very low value. It is noted that all the re-
sults for task1 provided in the experiments are revised based on
this ASR system.

4. Experiments
4.1. Task 1: Text-Dependent Speaker Verification

4.1.1. Pre-trained Model

All the embedding extractors introduced in section 3.1 are firstly
pre-trained on all the available datasets and the corresponding
results are listed in Table 1. From the results, we can see that
ResNet34 using cosine similarity measurement obtains the best
performance. In comparison with Ecapa-TDNN based mod-
els, DPN68 also exhibits a better performance but worse than
ResNet34. In addition, the cosine scoring method outperformed
the PLDA in most cases, and we will only provide the cosine re-
sult in the following sections for analysis.

Table 1: Results comparison of Pre-trained Models on Task 1

Model Type Cosine PLDA
EER minDCF EER minDCF

ResNet34 2.680 0.0811 2.680 0.1032
Ecapa 3.093 0.0994 3.093 0.0984
Ecapa-Glob 2.887 0.1008 3.093 0.0943
DPN68 2.680 0.0882 3.299 0.0984

4.1.2. In-domain Fine-tuning

Text-Dependent Mode: Table 2 illustrates the comparison of
different text-dependent mode fine-tuning strategies introduced
in 3.2.1. Limited by GPU memory and time consumption, large
models with whole utterances as input are difficult to train.
Here, experiments are only based on Resnet34. From the re-
sult, we can see that fine-tuning will bring improvement to the
text-dependent task. Especially, “speaker + phrase” obtained
the best performance among these results.

Text-Independent Mode: Our proposed text-independent
mode phrase-aware fine-tuning strategies are investigated in

Table 2: Text-dependent Mode Fine-tuning of Task 1

Text-dependent Finetune EER minDCF

- 2.680 0.0811
speaker × phrase 2.474 0.0740
speaker + phrase 2.268 0.0718
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Table 3: Main Results of Task 2. Fine-tune is applied on Task 2 in-domain data with AAM softmax

Model ResNet34 Ecapa Ecapa-Glob DPN68
EER minDCF EER minDCF EER minDCF EER minDCF

Pre-trained 2.657 0.1036 2.793 0.1252 2.929 0.1281 2.452 0.0975
+ Fine-tune 2.316 0.0933 2.793 0.1173 2.589 0.1219 2.316 0.0832
++ A-snorm 1.981 0.0872 2.520 0.0991 2.316 0.1045 2.112 0.0752

this section and the results are shown in Table 4. It’s obvi-
ous that all fine-tuning systems perform better than the pre-
trained model. In this table, we also list the fine-tuning re-
sults with PCT (phrase-aware contrastive training) and PMT
(phrase-aware multi-head training) for all models. Compared
with the usual fine-tuning method on the in-domain data, PCT
and PMT both achieve excellent performance improvement on
both EER and minDCF. In addition, ResNet34 with PCT strat-
egy performs the best within all the models.

Table 4: Text-independent Phrase-aware Fine-tune for Task 1.
The usual Fine-tune without PCT and PMT is also done on Task
1 for the comparison where the in-domain data is trained with
AAM softmax in text-independent mode.

Model Fine-tune PCT PMT EER minDCF

ResNet34

2.680 0.0811
X 2.680 0.0734
X X 2.260 0.0642
X X 2.680 0.0708

Ecapa

3.093 0.0994
X 3.093 0.0992
X X 2.680 0.0863
X X 2.887 0.0852

Ecapa
Glob

2.887 0.1008
X 2.680 0.0863
X X 2.680 0.0855
X X 3.093 0.0772

DPN68

2.680 0.0882
X 2.887 0.0866
X X 2.680 0.0759
X X 2.680 0.0759

4.1.3. Phrase-aware Neural PLDA

As mentioned in Table 1, PLDA cannot provide a satisfactory
performance compared to cosine similarity. To further enhance
the fusion system performance, we also trained the phrase-
aware NPLDA introduced in section 3.3.2 to improve the re-
sult of PLDA which can be used in the final fusion system.
We conduct this investigation based on the models fine-tuned
with PCT strategy which obtain the best result in section 4.1.2
and the corresponding NPLDA result can be found in Table 5.
Compared with traditional PLDA, NPLDA shows its effective-
ness and brings an excellent improvement on minDCF which is
comparable with cosine back-end results.

4.2. Task 2: Text-Independent Speaker Verification

The main results of task2 are listed in the Table 3. In the
task2, all the embedding extractors are also first pre-trained
on all the available datasets and then fine-tuned on the in-
domain data. According to the results, we can see that DPN68
achieves the best result within all the models. Besides, com-
pared with the pre-trained models, fine-tuning with in-domain

Table 5: NPLDA Results of Task 1

Model PLDA NPLDA
EER minDCF EER minDCF

ResNet34 3.093 0.1060 2.887 0.0734
Ecapa 2.887 0.1106 2.680 0.0844
Ecapa-Glob 2.887 0.1021 2.887 0.0738
DPN68 3.505 0.1009 2.887 0.0656

data delivers a significant performance improvement. Besides,
we also conduct an investigation of language-dependent as-
norm. DPN68 with asnorm outperforms others with the lowest
minDCF 0.0752.

4.3. Fusion Result

Table 6: Fusion Results on Dev and Eval Set

Task Dev set Eval set RankEER minDCF EER minDCF

Task1 2.268 0.0493 1.44 0.0473 3
Task2 1.703 0.0579 1.23 0.0581 8

Finally, the scores from all the systems including differ-
ent models, back-ends and fine-tuning strategies are weighted
summed to get the fusion system and we use the development
set for fusion weights tuning. The results of fusion systems on
the development set and evaluation set are shown in Table 6.
From the table, we can see that a fusion system could further
improve the performance. Our primary submission is produced
by fusion systems and achieved 0.0473 in Task1 (rank 3) and
0.0581 in Task2 (rank 8) on minDCF.

5. Conclusion
In this paper, we give a detailed description of our submission to
Task 1 & 2 of SdSV Challenge 2021. Several strong embedding
extractors are explored in our experiment. For text-independent
task, another language identifier is used to introduce language
information to the adaptive snorm. For text-dependent task, an
ASR system is used to filter the IW and TW trials. We proposed
several phrase-aware fine-tuning and post-processing methods
to strengthen model’s ability to verify speakers within the same
phrases. Based on these strong systems, our final fusion system
achieved 3rd and 8th place in task1 and task2 respectively.
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